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    Piketty’s r–g Model: Wealth Inequality and Tax Policy


    Clemens Fuest1, Andreas Peichl1 and Daniel Waldenström2


    Introduction


    The so-called r – g model of Piketty (2014), which relates the difference between the rate of return on capital, r, and the rate of income growth, g, to the level of economic inequality, has received enormous attention in both academic and popular circles. In its simplest characterisation, it says that when existing (‘old’) capital grows faster than new capital is created out of accumulated incomes, then already relatively rich capital owners will become even richer relative to the others not holding capital, and thus inequality will increase. In Piketty (2014) and Piketty and Zucman (2014 and 2015) this model was incorporated into and derived from a more general theoretical framework.


    How convincing is the view that the difference between the return on capital and the rate of economic growth is a key factor driving economic inequality? Piketty’s formula raises a number of theoretical and empirical issues. From a theoretical perspective it is clear r>g is neither necessary nor sufficient for inequality to increase. It is not necessary because inequality may increase due to other reasons like, for instance, inequality of labour income, which has been a key driver of the recent surge in income inequality in the United States. It is not sufficient either, because capitalists may earn much, but save little. As recently emphasised by Mankiw (2015), r>g may not lead to increasing inequality because capital income taxes may reduce the net return to capital below g or because capital owners consume part of their income. If capital owners have enough children, wealth concentration will fall as they leave their wealth to the next generation.3


    In addition, even if capital owners save a lot, their income cannot grow indefinitely. While the interest rate may indeed be permanently higher than the growth rate of GDP, it is obvious that capital income cannot permanently grow faster than GDP. The marginal productivity will also decline as the capital intensity of production increases.


    At the same time, while it is true that economic theory offers no unambiguous support for the view that r > g leads to increasing inequality, it is equally true that a growing difference between r and g may, at least for periods of time, be an important factor driving income or wealth inequality, as argued by Piketty (2014) and Piketty and Zucman (2014 and 2015). How the difference between r and g is related to inequality is ultimately an empirical question, and one which we address in this paper. We also derive implications for tax policy based on our empirical findings.


    The r-g model and wealth inequality: a preliminary empirical assessment


    What is the empirical relationship between r – g and economic inequality? To date quite limited systematic evidence about this relationship has been presented. Piketty himself presents some circumstantial pieces of evidence and informative point estimates in Piketty (2014), but the book contains no comprehensive statistical analysis using detailed historical country-specific or cross-country datasets. Recently, Acemoglu and Robinson (2015) made an attempt to empirically assess the r – g model by relating proxies of r – g to top income shares and the capital share of value added. Their main analysis used data from the World Top Income Database to regress the annual level of top income shares against the annual level of r – g (including lags) and it did not indicate any clear systematic relationships. Acemoglu and Robinson also could not establish a link when using up to 20-year averages or capital share of value added as a main inequality outcome.4 While their empirical results thus questioned the mechanisms of the r-g model, Piketty (2015) pointed out a number of potential explanations for their findings, as well as conceptual problems with some of their data.


    One important mechanism of the r-g model that was not examined by Acemoglu and Robinson, however, is how r – g influences wealth inequality. Even if income inequality has generally received more attention, the inequality of wealth is, in fact, at the centre of Piketty’s r – g model and perhaps the most direct distributional outcome of the r – g relationship.5


    This essay therefore offers a preliminary analysis of the link between r – g and some standard measures of wealth concentration. There are several challenges associated with empirically estimating the r – g model for wealth inequality. Firstly, we can think of no catch-all measure of the rate of return to capital, r. For example, we know that r varies between different types of capital and that the composition of capital differs between countries, time periods and potentially also over wealth distribution. Instead of trying to compute an explicit measure of r, which we know would be highly imperfect in most dimensions, we therefore propose a proxy of r being the development of the financial sector. Much of the capital held by the rich consists of financial assets, either in the form of bank deposits, cash and bonds, or as corporate stock.6 Therefore the growth of the financial sector, measured as a combination of the size of the banking sector and stock market capitalization, may in fact capture much of what we want to capture as canonical r in the r – g model. We do, however, also run regressions similar to Acemoglu and Robinson (2015) where we assume r to be the same over time and across countries and only let the level of income growth g vary. Needless to say, all of these measures carry large problems of their own, but we leave it to future research to delve deeper into measuring and estimating these variables.


    A second challenge concerns time horizons. The r – g model essentially describes the relationship between macroeconomic outcomes in steady state and is therefore not concerned primarily with annual variation in the relevant outcomes. In our regressions, we therefore use averages over five-year periods. We sometimes include lag variables stretching back three five-year periods, i.e. 15 years. A third challenge is that wealth inequality is also not measured as consistently and abundantly as income inequality is measured. We use the available data on historical top wealth shares that researchers have produced as of today, yielding a dataset featuring a maximum of nine countries spanning some 130 years in the longest case.7


    Our econometric methodology is to regress the wealth share of the top percentile TopW1% (‘the rich’), the next nine percentiles in the top decile TopW10 – 1% (‘the upper middle class’), and the bottom nine deciles BotW90% (‘the rest’), a highly heterogeneous group, on a set of explanatory variables. Our most important explanatory variables are r, which is the level of financial development (Fin.dev.) and its growth ([image: 9207.png]), and g, which is measured as the log GDP per capita in level (Y) and growth (g). According to the r – g model, we would expect that a higher r increases top wealth shares, but reduces bottom wealth shares due to the skewed distribution of capital possessions. Equivalently, we would expect that a higher g reduces top wealth shares, but increases bottom wealth shares, all according to the logic that higher income growth enables the less well-off to accumulate new wealth and thus reduces wealth concentration. We also include control variables aimed at accounting for other influences on wealth concentration in order to see whether there are other, underlying institutional political or economic variables, that drive both r and g and wealth concentration. Here we include measures of income inequality, measured as the income shares to the top percent (TopY1%), next nine percent (TopY10 – 1%) and the bottom nine deciles (BotY90%), trade openness measured as the sum of imports and exports as a share of GDP (Openness), two measures of public-sector redistribution proxied by the size of central government spending (Gov.spend.) and top marginal income taxation (Marg.tax), and a control for the country’s population size (Pop). The econometric specification follows the similar analysis of Roine, Vlachos and Waldenström (2009) in which a first-difference GLS accounting for country-specific effects and country-specific time trends was used in order to hold constant as many unobserved influences as possible.


    The results are presented in two tables. Table 1 shows stripped-down regressions where wealth shares of the different groups are regressed on r and g. Looking first at the impact of r – whether in contemporaneous or lagged levels or growth – it is consistently positively associated with higher wealth shares in the top percentile and the next nine percentiles of the top decile (columns 1 through 6). For example, increasing total capitalization by one standard deviation (0.5, about 50 percent of GDP) is related to an instant increase in the wealth share of the top percentile by about 4 percentage points. When the lags are also included the increase is almost 10 percentage points. As the mean wealth share of the top percentile is about 30 percent, this effect is notable. The bottom nine percentiles in the wealth distribution, however, experience the exact opposite effect, reduced wealth shares, following financial sector growth. Looking instead at economic growth, g, the pattern is quite the opposite: a higher GDP per capita growth is negatively associated with top wealth shares, but positively associated with bottom wealth shares. The impact is not as clear within the top as it is in the case of financial development, particularly as far as the actual growth variable g is concerned, which is statistically insignificant for all wealth groups.


    
      
        
        
        
        
        
        
        
        
        
        
      

      
        
          	
            Table 1

            The r-g model and wealth inequality: basic regressions

          
        


        
          	

          	
            ∆TopW 1%t

          

          	
            ∆TopW 10–1%t

          

          	
            ∆BottomW 90%t

          
        


        
          	
            (1)

          

          	
            (2)

          

          	
            (3)

          

          	
            (4)

          

          	
            (5)

          

          	
            (6)

          

          	
            (7)

          

          	
            (8)

          

          	
            (9)

          
        


        
          	
            Proxies of r:

          
        


        
          	
            ∆Fin.devt

          

          	

          	
            3.49***

          

          	
            4.91***

          

          	

          	
            11.34***

          

          	
            10.32***

          

          	

          	
            –14.55***

          

          	
            –17.04***

          
        


        
          	

          	

          	
            (0.60)

          

          	
            (1.37)

          

          	

          	
            (1.83)

          

          	
            (1.47)

          

          	

          	
            (2.21)

          

          	
            (2.01)

          
        


        
          	
            ∆Fin.devt–1

          

          	

          	
            1.12**

          

          	

          	

          	
            1.00

          

          	

          	

          	
            –2.61

          

          	
        


        
          	

          	

          	
            (0.53)

          

          	

          	

          	
            (1.57)

          

          	

          	

          	
            (1.97)

          

          	
        


        
          	
            ∆Fin.devt–2

          

          	

          	
            4.01***

          

          	

          	

          	
            0.83

          

          	

          	

          	
            –4.79**

          

          	
        


        
          	

          	

          	
            (0.60)

          

          	

          	

          	
            (1.79)

          

          	

          	

          	
            (2.17)

          

          	
        


        
          	
            ∆[image: 424.png]t

          

          	

          	

          	
            2.82**

          

          	

          	

          	
            1.31

          

          	

          	

          	
            –4.57***

          
        


        
          	

          	

          	

          	
            (1.16)

          

          	

          	

          	
            (1.30)

          

          	

          	

          	
            (1.71)

          
        


        
          	
            Proxies of g:

          
        


        
          	
            ∆Yt

          

          	
            –6.51**

          

          	
            0.75

          

          	
            –10.84*

          

          	
            –6.27*

          

          	
            –54.95***

          

          	
            –39.71***

          

          	
            4.71

          

          	
            55.20***

          

          	
            46.43***

          
        


        
          	

          	
            (3.27)

          

          	
            (3.98)

          

          	
            (6.39)

          

          	
            (3.70)

          

          	
            (12.12)

          

          	
            (8.35)

          

          	
            (4.10)

          

          	
            (14.78)

          

          	
            (12.17)

          
        


        
          	
            ∆Yt–1

          

          	

          	
            –6.19

          

          	

          	

          	
            –1.03

          

          	

          	

          	
            13.28

          

          	
        


        
          	

          	

          	
            (4.52)

          

          	

          	

          	
            (12.42)

          

          	

          	

          	
            (14.88)

          

          	
        


        
          	
            ∆Yt–2

          

          	

          	
            10.87***

          

          	

          	

          	
            –22.87*

          

          	

          	

          	
            3.60

          

          	
        


        
          	

          	

          	
            (3.38)

          

          	

          	

          	
            (12.69)

          

          	

          	

          	
            (14.30)

          

          	
        


        
          	
            ∆gt

          

          	

          	

          	
            –5.35

          

          	

          	

          	
            7.30

          

          	

          	

          	
            –3.25

          
        


        
          	

          	

          	

          	
            (3.75)

          

          	

          	

          	
            (5.73)

          

          	

          	

          	
            (7.62)

          
        


        
          	
            Obs.

          

          	
            86

          

          	
            50

          

          	
            50

          

          	
            66

          

          	
            40

          

          	
            40

          

          	
            66

          

          	
            40

          

          	
            40

          
        


        
          	
            # countries

          

          	
            9

          

          	
            8

          

          	
            8

          

          	
            7

          

          	
            6

          

          	
            6

          

          	
            7

          

          	
            6

          

          	
            6

          
        


        
          	
            Notes and sources: denotes that variables are in first-differences. Dependent variables are shares of total personal wealth held by the top percentile (TopW1%), top decile minus top percentile (TopW 10–1%) and bottom nine deciles (TopW 1%) in the wealth distribution. Fin.dev denotes financial development, measured as the sum of bank deposits and market capitalization as share of GDP, [image: 430.png] denotes proxy for rate of return to capital, measured as the difference in first-differenced levels of financial development, Y denotes GDP per capita and g denotes economic growth which the difference in first-differenced GDP per capita. See text for further details and sources. All codes and data used are available on the author webpages and upon request. Robust standard errors stand in parentheses. ***, ** and * denotes statistical significance at the 1%, 5% and 10% levels, respectively.

          
        

      
    


    Table 2 reports the r – g regressions when including controls for some institutional differences across countries. The general pattern from the regressions in Table 1 is still visible and, in fact, stronger when controls for income inequality and other potentially important confounding factors are added. The growth of the financial sector, our proxy for r, is positively correlated with top wealth shares, and particularly the shares of the top percentile. By contrast, income growth, g, is negatively associated with top wealth shares, once again most clearly visible in the top percentile. As for the bottom 90 percent, admittedly a very heterogeneous group of wealth holders, the signs are the opposite, with wealth shares decreasing as the financial sector expands, but increasing as GDP per capital grows. The other control variables included in the regressions are not of primary interest to us in this investigation, yet it is reassuring to note that public sector influence in particular, whether in the form of government spending or marginal taxation of incomes, works in the expected direction by having a negative association with top wealth shares. Income distribution seems, also not too unexpectedly, to be correlated with wealth distribution, especially at the top income levels. But since incomes are themselves partly directly determined by wealth (e.g. in the form of capital income), the interpretation of these simultaneous outcomes cannot be fully settled here.


    
      
        
        
        
        
        
        
        
        
        
      

      
        
          	
            Table 2

            The r-g model and wealth inequality: controlling for policy and institutions

          
        


        
          	

          	
            ∆TopW 1%t

          

          	
            ∆TopW 10–1%t

          

          	
            ∆BottomW 90%t

          
        


        
          	
            (1)

          

          	
            (2)

          

          	
            (3)

          

          	
            (4)

          

          	
            (5)

          

          	
            (6)

          

          	
            (7)

          

          	
            (8)

          
        


        
          	
            Proxies of r:

          
        


        
          	
            ∆Fin.devt

          

          	
            4.42***

          

          	
            7.14***

          

          	
            2.05**

          

          	

          	
            9.29***

          

          	
            7.50***

          

          	
            –14.86***

          

          	
            –13.41***

          
        


        
          	

          	
            (1.39)

          

          	
            (1.20)

          

          	
            (0.87)

          

          	

          	
            (1.43)

          

          	
            (1.70)

          

          	
            (1.67)

          

          	
            (1.97)

          
        


        
          	
            ∆Fin.devt–1

          

          	

          	

          	
            4.69***

          

          	

          	

          	

          	

          	
        


        
          	

          	

          	

          	
            (0.96)

          

          	

          	

          	

          	

          	
        


        
          	
            ∆[image: 560.png]t

          

          	
            2.48**

          

          	
            4.70***

          

          	

          	

          	
            0.90

          

          	
            –0.97

          

          	
            –4.15***

          

          	
            –2.37

          
        


        
          	

          	
            (1.17)

          

          	
            (1.05)

          

          	

          	

          	
            (1.18)

          

          	
            (1.39)

          

          	
            (1.41)

          

          	
            (1.62)

          
        


        
          	
            ∆Fin.dev2t

          

          	

          	

          	

          	
            3.95***

          

          	

          	

          	

          	
        


        
          	

          	

          	

          	

          	
            (1.19)

          

          	

          	

          	

          	
        


        
          	
            ∆[image: 565.png]2t

          

          	

          	

          	

          	
            2.10**

          

          	

          	

          	

          	
        


        
          	

          	

          	

          	

          	
            (0.96)

          

          	

          	

          	

          	
        


        
          	
            Proxies of g:

          
        


        
          	
            ∆Yt

          

          	
            –8.69

          

          	
            –36.08***

          

          	
            –17.98***

          

          	
            –23.62**

          

          	
            –41.50***

          

          	
            –21.52*

          

          	
            56.23***

          

          	
            61.80***

          
        


        
          	

          	
            (5.65)

          

          	
            (8.57)

          

          	
            (6.68)

          

          	
            (9.69)

          

          	
            (7.41)

          

          	
            (11.37)

          

          	
            (9.32)

          

          	
            (13.37)

          
        


        
          	
            ∆Yt–1

          

          	

          	

          	
            –19.18***

          

          	

          	

          	

          	

          	
        


        
          	

          	

          	

          	
            (4.22)

          

          	

          	

          	

          	

          	
        


        
          	
            ∆Yt–2

          

          	

          	

          	
            15.51***

          

          	

          	

          	

          	

          	
        


        
          	

          	

          	

          	
            (5.90)

          

          	

          	

          	

          	

          	
        


        
          	
            ∆gt

          

          	
            –9.34**

          

          	
            –15.47***

          

          	

          	
            –14.25***

          

          	
            1.60

          

          	
            2.45

          

          	
            11.82*

          

          	
            15.40**

          
        


        
          	

          	
            (3.74)

          

          	
            (3.98)

          

          	

          	
            (4.71)

          

          	
            (6.25)

          

          	
            (6.34)

          

          	
            (6.82)

          

          	
            (6.95)

          
        


        
          	
            Controls:

          
        


        
          	
            ∆Popt

          

          	
            73.60***

          

          	
            76.42***

          

          	
            72.91***

          

          	
            61.32*

          

          	
            39.68

          

          	
            109.86**

          

          	
            –182.26***

          

          	
            –152.10**

          
        


        
          	

          	
            (26.42)

          

          	
            (29.04)

          

          	
            (28.06)

          

          	
            (34.40)

          

          	
            (47.59)

          

          	
            (51.43)

          

          	
            (55.14)

          

          	
            (59.79)

          
        


        
          	
            ∆Opennesst

          

          	
            –1,470.1**

          

          	
            –1,377.4

          

          	
            –2,009.9**

          

          	
            –1,203.7

          

          	

          	
            –1,150.2

          

          	
            1,544.4

          

          	
            2,597.6

          
        


        
          	

          	
            (730.2)

          

          	
            (947.0)

          

          	
            (902.9)

          

          	
            (1,042.7)

          

          	

          	
            (1,333.2)

          

          	
            (1,256.9)

          

          	
            (1,672.6)

          
        


        
          	
            ∆Gov.Spendt

          

          	
            –0.23

          

          	
            13.09

          

          	
            –4.79

          

          	
            –0.96

          

          	
            –62.18***

          

          	
            –82.57***

          

          	
            69.60***

          

          	
            90.61***

          
        


        
          	

          	
            (13.67)

          

          	
            (14.35)

          

          	
            (16.68)

          

          	
            (16.45)

          

          	
            (18.40)

          

          	
            (20.62)

          

          	
            (20.18)

          

          	
            (26.35)

          
        


        
          	
            ∆Marg.taxt

          

          	

          	
            –8.49***

          

          	
            –8.94***

          

          	
            –6.55**

          

          	

          	
            5.26

          

          	

          	
            6.47*

          
        


        
          	

          	

          	
            (2.17)

          

          	
            (2.05)

          

          	
            (2.61)

          

          	

          	
            (3.38)

          

          	

          	
            (3.66)

          
        


        
          	
            ∆TopY 1%t

          

          	

          	
            0.78***

          

          	
            0.86***

          

          	
            0.36

          

          	

          	
            –1.44***

          

          	

          	
            –1.06

          
        


        
          	

          	

          	
            (0.29)

          

          	
            (0.28)

          

          	
            (0.36)

          

          	

          	
            (0.49)

          

          	

          	
            (0.84)

          
        


        
          	
            ∆TopY10–1%t

          

          	

          	

          	

          	

          	

          	
            0.08

          

          	

          	
        


        
          	

          	

          	

          	

          	

          	

          	
            (0.30)

          

          	

          	
        


        
          	
            ∆BotY 90%t

          

          	

          	

          	

          	

          	

          	

          	

          	
            –0.70*

          
        


        
          	

          	

          	

          	

          	

          	

          	

          	

          	
            (0.38)

          
        


        
          	
            Obs.

          

          	
            50

          

          	
            43

          

          	
            43

          

          	
            43

          

          	
            40

          

          	
            38

          

          	
            40

          

          	
            38

          
        


        
          	
            # countries

          

          	
            8

          

          	
            7

          

          	
            7

          

          	
            7

          

          	
            6

          

          	
            6

          

          	
            6

          

          	
            6

          
        


        
          	
            Notes and sources: See Table 1 for denotations of Fin.dev, [image: 571.png], Y and g. Dependent variables are shares of total personal wealth held by the top percentile (TopW 1%), top decile minus top percentile (TopW 10–1%) and bottom nine deciles (TopW 1%) in the wealth distribution. Pop. denotes population, Openness the trade share in GDP, Gov.Spend. is central government expenditures over GDP, Marg.tax is top marginal income tax rate, TopY 1%, TopY 10–1% and BotY 90% and are income shares of the top percentile, top decile minus top percentile and bottom nine deciles, respectively. See text for further details and sources. All codes and data used are available on the author webpages and upon request. Robust standard errors stand in parentheses. ***, ** and * denotes statistical significance at the 1%, 5% and 10% levels, respectively.

          
        

      
    


    On the whole, the results in Tables 1 and 2 offer some tentative support for the r – g model as proposed by Piketty (2014) and its proposed links between the r-g differential and wealth inequality. Given the considerable problems at hand related to measurement, data availability and statistical specification, much more effort is naturally needed before we can begin to speak about any stable relationships in these outcomes. Furthermore, the relationship between top wealth shares, financial sector development and economic growth reveals nothing about the direction of causality. For instance, it is perfectly possible that rising wealth concentration causes stronger growth in the financial sector. We therefore conclude that more research is needed to settle the issues at hand.


    Implications for tax policy


    What are the policy implications of the results described in the preceding section? As pointed out above, the available empirical evidence is insufficient to conclude that the difference between r and g does indeed cause either income or wealth inequality. It is nevertheless interesting to consider different policy options to address inequality in the light of the hypothesis that r-g may be an important driver of inequality. Piketty (2014) argues that governments should use tax policy to fight trends towards increasing inequality. He proposes that governments should levy higher taxes on capital income and wealth. The ambition is that higher taxes on capital income will reduce the after-tax return to capital and thus tend to reduce inequality of income and, ultimately, wealth. Wealth taxes would address wealth inequality directly. This proposal raises two questions: firstly, how effective are capital taxes as an instrument for redistributing income, that is for reducing the (after-tax) return on capital? Secondly, what are the implications of this proposal for economic growth?


    How effective are capital taxes as an instrument for redistributing income?


    An important objection to using capital income taxes as an instrument for income redistribution is that trying to do so will be self-defeating if capital is internationally mobile. Higher taxes would just lead to capital outflows until the after-tax rate of return is the same as before, and the burden of capital taxation would fall on domestic immobile factors of production, and particularly labour.8


    This argument is most relevant for source-based capital income taxes. The most important source-based capital tax in existing tax systems is the corporate income tax. Empirical work on the impact of corporate income taxes on the international location of investment confirms that corporate income taxes have a significant effect on investment behaviour. Countries with a high income tax burden attract less investment, and the investment they do attract is less profitable (Becker et al. 2012). Governments have understood this and, in the last two decades, reduced their corporate income tax rates significantly.


    There are two ways in which countries can try to prevent higher domestic taxes on capital income from reducing domestic investment. Firstly, they can try to coordinate their tax policy internationally. This has been suggested many times in the past, with little effect, even within the European Union. The main reason for this inability to coordinate is that different countries have very different interests. While large countries with high income levels and preferences for high tax rates and high levels of public expenditure typically favour international tax coordination with a view to limiting tax competition, smaller and less wealthy countries usually oppose tax coordination because they benefit from tax competition, or they see low taxes as an important policy instrument that allows them to compensate for disadvantages like a poor infrastructure or an unfavourable geographical position.


    Secondly, countries may rely on residence-based capital income taxes. Residence-based taxation at the corporate level is not very effective if corporate headquarters are internationally mobile or corporate group structures can be adjusted (Becker and Fuest 2010).


    International mobility is slightly less problematic when it comes to capital income taxation at the personal level. Personal capital income taxes are levied according to the residence principle, so that international mobility is not a problem as long as individuals do not change their country of residence in response to taxation. How effective is a residence-based capital income tax as an instrument for redistribution? Here the views are divided. Opponents of higher capital income taxes emphasize that these taxes reduce incentives to accumulate capital. If the rate of time preference is given and determines the after-tax return on savings in the long term, and capital markets are frictionless (Judd 1985), it follows that taxes cannot reduce the rate of return to capital and the optimal tax rate on capital income is zero. But other authors (e.g. Piketty and Saez 2013) have argued that the existence of bequests, combined with capital market imperfections, can lead to different conclusions, with positive optimal tax rates on capital income. From this perspective, capital income taxes have the purpose of (i) indirectly taxing bequests and (ii) providing insurance against uninsurable uncertainty regarding future returns on capital.


    Over the last two decades many countries have introduced dual income tax systems whereby labour income is taxed progressively and capital income in the form of interest income or dividends is taxed at a lower, flat rate. Figure 1 provides an overview of effective marginal tax rates (EMTR) on dividend and interest income in selected European countries, simulated for the top income decile group for the years 2007 and 2013. These tax rates are derived in a simulation based on the European microsimulation model EUROMOD. The tax rates show a great variation ranging between 10 percent and 45 percent. With the notable exception of Germany (which introduced a dual income tax in 2009), most countries have not decreased or have even increased their tax burden on capital income in the last few years.
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    Besides interest payments and dividends, income from immovable property represents an important component of overall capital income. Its tax treatment, however, is usually different. Firstly, dual income tax systems often tax property income at higher and progressive rates, like labour income. The effective marginal tax rates for the top income decile are given in Figure2. In most countries, the EMTRs are similar to those of capital income while in some they are lower. The reasons for this are large exemptions and deduction possibilities for property income. For instance in Germany, the sum of taxable property income is negative in most years.
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    Secondly, immovable property is taxed not just through income taxation, but also through taxes on property transactions and recurrent taxes on immovable property. Taxes on immovable property seem attractive as a redistributive instrument because land is immobile and its supply is fixed.


    Should capital income taxation be increased to achieve more income redistribution? For instance, would it be desirable to abolish dual income taxation and tax capital income at progressive rates, like labour income? For a long time the enforcement of residence-based taxes on capital income was undermined by tax evasion through bank accounts held abroad. This was an important reason for reducing tax rates on capital income. But recent developments in international information exchange for tax purposes, in particular supported by the OECD and the US government, have made it significantly more difficult for taxpayers to evade these taxes.


    However, very wealthy individuals are typically also internationally mobile in the choice of their country of residence. This implies that higher residence-based capital taxes on savings may be effective as an instrument for redistributing income from the relatively well-off to the less well-off, but the very wealthy are likely to be able to avoid these taxes.


    Tax policy and growth


    If it is true that higher rates of economic growth, for given rates of return on capital, have an equalizing effect, tax reforms towards more growth friendly tax structures could have a desirable impact on income distribution as well. To some extent this perspective would challenge the traditional view, according to which tax policy faces a fundamental trade-off between efficiency and equity.


    How can the tax system be changed to achieve more economic growth? In the literature on the link between tax structures and economic growth, the view is widespread that capital income taxes, and particularly corporate income taxes, are harmful for growth. For instance, a widely recognized study about the impact of tax structures on economic growth conducted by the OECD (Johansson et al. 2008) concludes:


    The reviewed evidence and the empirical work suggests a “tax and growth ranking” with recurrent taxes on immovable property being the least distortive tax instrument in terms of reducing long-run GDP per capita, followed by consumption taxes (and other property taxes), personal income taxes and corporate income taxes.


    The interpretation of the results in Johansson et al. (2008) and the empirical approach used in this study are the subject of an ongoing and controversial debate (see Xing 2012). Of course, the suggestion of reducing corporate income taxes and increasing consumption taxes does seem to face the traditional efficiency equity trade-off. But this might be different for other tax instruments, and particularly for a shift towards higher recurrent taxes on immovable property. Figure 3 offers an overview of the contribution of recurrent taxes on immovable property in selected European countries.


    Figure 3 shows that the role of these taxes differs considerably, ranging from 3.4 percent of GDP in Britain to zero in Malta.9 This suggests that there may be room for raising more revenue from this source. Using the additional revenue to reduce labour taxes, for instance, would probably stimulate growth and have positive effects on income distribution.
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    Conclusions


    The so-called r – g model of Piketty (2014) has received enormous attention in both academic and popular circles. In its simplest characterisation, the model says that when existing (‘old’) capital grows faster than new capital is created out of accumulated incomes, then already relatively rich capital owners will become even richer relative to the others not holding capital, and thus inequality will increase. However, economic theory offers no unambiguous support for the view that r > g leads to increasing inequality. Hence, how the difference between r and g is related to inequality is ultimately an empirical question. Our preliminary analysis offers some tentative support for the r – g model and its proposed link between the difference between r and g and wealth inequality. However, given the considerable problems at hand with measurement, data availability and statistical specification, a great deal of additional work needs to be done before we can start to speak about stable relationships in these outcomes. This is an important avenue for future research.


    We also discussed implications for tax policy under the assumption that the r – g model and its link to wealth inequality is correct. Increasing the taxation of mobile capital is only possible on a global scale, as suggested by Piketty (2014). Experience with policy coordination in this area suggests that this will not be possible. It therefore seems more promising to try to increase g rather than to decrease r through tax policy. Some evidence suggests that recurrent taxes on immovable property and consumption taxes (and other property taxes) are the least distortive tax instrument in terms of reducing long-run GDP per capita. Increasing these taxes and using the additional revenue to reduce labour taxes, for instance, would probably stimulate growth and have positive effects on income distribution.
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    Endnotes


    
      
        1 ZEW and University of Mannheim.

      


      
        2 Uppsala University.

      


      
        3 However, evidence suggests that the number of children decreases with income (Jones and Tertilt 2006). The average number of children per family is below 2 for rich households.

      


      
        4 Acemoglu and Robinson (2015) presented several variants of these regressions, but none of them suggested a systematic relationship between r – g and top income shares or the capital share. See also Piketty (2015) for a discussion of their results.

      


      
        5 See Piketty and Zucman (2015) and Piketty (2015) for a systematic derivation of this effect. In brief, they show that a higher r-g differential is associated with a higher wealth inequality using different variants of dynamic wealth accumulation models.

      


      
        6 For example, Saez and Zucman (2014) find that about 90 percent of the wealth held by the US top 0.1 wealth percentile is different kinds of financial assets.

      


      
        7 Our data are based a dataset constructed by Roine, Vlachos and Waldenström (2009) where variable definitions and sources are provided. These data were recently updated and complemented with top wealth shares by the Roine and Waldenström (2015) handbook chapter. For the US top wealth shares we use the series of Saez and Zucman (2014). The other countries included in this analysis are Argentina, Australia, Finland, the Netherlands, Norway, Sweden, Switzerland and Britain.

      


      
        8 To be precise, a capital tax increase in one country would reduce domestic labour income, but labour income in other countries experiencing a capital inflow would increase – see e.g. Kotlikoff and Summers (1987).

      


      
        9 One should bear in mind, however, that fees charged for local government services, which are not classified as taxes, play a role similar to that of recurrent property taxes in some countries.

      

    

  


  


  
    [image: schaik.tif]


    On the Link between Piketty’s Laws


    Ton van Schaik1


    


    Thomas Piketty has drawn worldwide attention with his proposition that the disparity between workers and capitalists is increasing, and that governments should intervene to bring this process to a standstill. In addition to his thesis being an interesting and novel one, the popularity of Piketty’s book, Capital in the 21st Century (2014), is also due to the publication of his comprehensive dataset and the many resources behind those data. A final reason for his popularity is the relative simplicity of the main formulas in the book, which he named the ‘Fundamental Laws of Capital­ism’. The first law applies to the capital share in income (α) and the second law to the capital coefficient(β). These simple formulas have their limitations, one of which is crucial and I will highlight here. In a column for Voxeu (van Schaik 2014), I have shown what will happen with Piketty’s laws when investment replacement and depreciation is added to these laws, assuming a fixed technical lifetime of capital goods. Below I extend this analysis to the endogenous determination of real wages, which also endogenizes the lifetime of capital goods. This approach brings forward an alternative view on the link between Piketty’s laws. References to the relevant pages in the book of Piketty (2014) are in parentheses.


    The main thesis


    Piketty’s main thesis is that wealth has been growing faster than income since 1970. This thesis is based on the observation that the growth rate of income g in the nine countries surveyed is decreasing, while the rate of profit r hardly changes. Besides, Piketty observes a simultaneous long-term rise in the wealth/income ratio and the capital share in income. Piketty (2014, 220–221) expects that in the 21st century these developments will continue, because


    “over a very long period of time, the elasticity between capital and labour seems to have been greater than one: an increase in the capital/income ratio β seems to have led to a slight increase in α, capital’s share of national income, and vice versa. Intuitively, this corresponds to a situation in which there are many different uses for capital in the long run. Indeed, the observed historical evolutions suggest that it is always possible – up to a certain point, at least – to find new and useful things to do with capital: for example, new ways of building and equipping houses (think of solar panels on rooftops or digital lighting controls), ever more sophisticated robots and other electronic devices, and medical technologies requiring larger and larger capital investments”.


    To explain the simultaneous long-term rise in the capital/income ratio β and the capital share of income α Piketty reverts to the neoclassical model of distribution of income by relying on a high value of the elasticity of substitution between capital and labour (σ>1). In this model the rate of profit is related to the marginal product of capital. Using a CES production function the relation between α and β is derived as
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    The capital share in income is an increasing function of the capital coefficient if, and only if, the elasticity σ is greater than 1. If σ gets closer to 1, then the CES function tends to a Cobb-Douglas function with a constant distribution of income between workers and capitalists. If σ ≤ 1 the simultaneous increase of α and β will not hold.


    Piketty (2014, 221) claims that, on the basis of historical data, one can infer that σ lies between 1.3 and 1.6. This claim has been criticised across the board, mainly because Piketty introduces a more encompassing definition of wealth than conventional measures of capital, which typically yields values of σ that are much lower than 1 (see Rowthorn 2014; Acemoglu and Robinson 2014). This raises the question of whether the neoclassical model of income distribution is an adequate vehicle to handle the simultaneous long-term rise in the wealth/income ratio and the capital share of income.


    National wealth consists of four components, housing wealth, agricultural land, other domestic capital and net foreign wealth. Table 1 decomposes national wealth into these four components over two centuries (1810–2010) for three countries with data already available from 1810 (United States, France and Britain). The table illustrates important historical tendencies. Over the course of time the share of agricultural land has decreased to a minimum. In France and Britain net foreign wealth was high during the first wave of globalization (1870–1910). The share of ‘other domestic capital’ in France and Britain decreased substantially after the 1970s. And most importantly, the share of housing wealth rose instantaneously in both of the centuries under consideration (although not included in the table, the share of housing wealth in Germany climbed from 28 percent in 1950 to 57percent in 2010). This pattern may well continue, in which case Piketty could be right about the rise of capital in the 21st century.


    
      
        
        
        
        
        
        
        
        
        
        
        
        
        
      

      
        
          	
            Table 1

            Decomposition of national wealth into four components (1810–2010)

          
        


        
          	

          	
            Housing wealth

          

          	
            Agricultural land

          

          	
            Other domestic capital

          

          	
            Net foreign wealth

          
        


        
          	
            USA

          

          	
            France

          

          	
            UK

          

          	
            USA

          

          	
            France

          

          	
            UK

          

          	
            USA

          

          	
            France

          

          	
            UK

          

          	
            USA

          

          	
            France

          

          	
            UK

          
        


        
          	
            1810

          

          	
            22

          

          	
            21

          

          	
            16

          

          	
            42

          

          	
            51

          

          	
            45

          

          	
            42

          

          	
            28

          

          	
            39

          

          	
            –6

          

          	
            1

          

          	
            0

          
        


        
          	
            1870

          

          	
            22

          

          	
            25

          

          	
            18

          

          	
            23

          

          	
            34

          

          	
            26

          

          	
            59

          

          	
            27

          

          	
            42

          

          	
            –4

          

          	
            14

          

          	
            14

          
        


        
          	
            1910

          

          	
            22

          

          	
            25

          

          	
            21

          

          	
            17

          

          	
            20

          

          	
            5

          

          	
            64

          

          	
            39

          

          	
            50

          

          	
            –3

          

          	
            16

          

          	
            25

          
        


        
          	
            1950

          

          	
            38

          

          	
            28

          

          	
            36

          

          	
            5

          

          	
            15

          

          	
            7

          

          	
            55

          

          	
            55

          

          	
            57

          

          	
            1

          

          	
            1

          

          	
            0

          
        


        
          	
            1970

          

          	
            38

          

          	
            34

          

          	
            33

          

          	
            5

          

          	
            12

          

          	
            3

          

          	
            56

          

          	
            51

          

          	
            62

          

          	
            1

          

          	
            4

          

          	
            2

          
        


        
          	
            2010

          

          	
            42

          

          	
            61

          

          	
            57

          

          	
            3

          

          	
            2

          

          	
            1

          

          	
            61

          

          	
            39

          

          	
            46

          

          	
            –6

          

          	
            –2

          

          	
            –4

          
        


        
          	
            Note: Decennial averages (%), except 1910 and 2010.

          
        


        
          	
            Sources: Piketty and Zucman (2013), Tables A18, A21, A24, A27.

          
        

      
    


    Evidently, not only housing, but also structures contribute to national wealth. As Rognlie (2014) observes, structures continue to comprise the vast majority of the private capital stock in the United States: 175 percent of GDP, as compared to, for instance, ‘information processing equipment’ (computers, communication, medical, etc.), which represent only 8 percent of GDP. As a result, the largest share of capital consists of housing wealth and structures, which depreciate less than equipment.


    In a column (van Schaik 2014), I have shown what happens with Piketty’s laws when investment replacement and depreciation is added to them, assuming a fixed technical lifetime of capital goods. In the column I introduced the so-called reproduction model, which goes back to von Neumann and Sraffa (see Schefold 1980). Here I extend this analysis to the endogenous determination of real wages, which also endogenizes the lifetime of capital goods.


    The model


    In Reproduction and Fixed Capital (van Schaik 1976a) I showed that the clay-clay vintage model can be regarded as a special case of the reproduction model with fixed capital of unequal efficiency. In this model, in the steady state, the capital coefficient is uniform for all vintages and there is only labour-augmenting technological progress, embodied in new investment. In other words, labour requirements per unit of equipment decrease at a constant rate the younger the vintage is. Labour requirements become fixed at the moment of the installation of new capital goods.


    The model implies that direct substitutability between labour and capital is virtually non-existent. This applies to old as well as new vintages of capital. From a macroeconomic point of view, however, substitutability between labour and capital does exist indirectly. This comes about through replacement of capital of the oldest vintage in use with relatively high labour-output ratio by new investment with lower labour-output ratio due to labour-augmenting technological progress. Though labour productivity of old vintages does not improve during the lifetime of those vintages, replacement of the oldest vintages by new investment does bring about a sustained growth in output per worker. The economic lifetime of the capital stock is determined by the equality of the real wage rate and output per worker of the oldest vintage in use, the so-called marginal vintage.


    The model is described in Appendix A.2 The model consists of two sub-systems: a quantity system and a price system, which together determine the economic lifetime. The quantity system is the von Neumann side of the model and the price system is linked to the name of Sraffa. To keep the model tractable, population growth is assumed to be zero, implying that the (net) rate of growth equals the rate of technological progress, which – following Piketty – is exogenous to the model.


    The quantity system yields the solution for the replacement rate as a function of the growth rate and the economic lifespan. The rate at which capital is replaced is endogenous in the model. Along a balanced growth path with a given growth rate it is one-to-one related to the economic lifetime of capital. Table 2 gives a numerical example of the values of the replacement rate for different values of the growth rate and the economic lifespan. The example shows that, for a given economic lifetime, the replacement rate increases as the growth rate is lower. This result was described earlier in van Schaik (2014).


    Table 2 also demonstrates the sensitivity of the labour share of income for changes in the values of the growth rate and the economic lifespan. By definition, the labour share is the ratio of the real wage rate and macroeconomic labour productivity. In equilibrium, the real wage rate equals the labour productivity of the marginal vintage. As derived in Appendix A, the labour share can be expressed as the product of the economic lifetime and the replacement rate λ = dθ. Interestingly, Table 2 shows that, for a given lifetime, the labour share is higher as the growth rate decreases. By contrast, for a given growth rate, the labour share decreases as the economic lifetime increases. The latter is explained by the slowdown in real wages, induced by the lower labour productivity of the marginal vintage.


    
      
        
        
        
        
        
      

      
        
          	
            Table 2

            Replacement rate (d) and labour share in income (λ)

          
        


        
          	
            Economic lifespan

          

          	
            g = 0.04

          

          	
            g = 0.02

          
        


        
          	
            θ

          

          	
            D

          

          	
            λ = dθ

          

          	
            d

          

          	
            λ = dθ

          
        


        
          	
            10

          

          	
            0.0833

          

          	
            0.83

          

          	
            0.0913

          

          	
            0.91

          
        


        
          	
            20

          

          	
            0.0336

          

          	
            0.67

          

          	
            0.0412

          

          	
            0.82

          
        


        
          	
            30

          

          	
            0.0178

          

          	
            0.54

          

          	
            0.0246

          

          	
            0.74

          
        


        
          	
            Note: The replacement rate is calculated as = [image: 793.png], which is the fraction of the capital stock replaced every period in a balanced growth path with exogenous lifetime of capital (θ) and growth rate (g).

          
        

      
    


    The figures in Table 2 point to the tendency of the labour share to approach 100 percent, if the economic lifetime is held constant and the growth rate is lower. However, in the complete model, the economic lifetime is endogenous and not only depends on the rate of growth, but also on the rate of profit (rate of return to capital), so that the price system has to be taken into account. The price system describes the capital returns on all vintages in use. Following Sraffa (1960), in Appendix A I have shown that in equilibrium the gross rate of profit on each vintage is an annuity, which can be decomposed into the depreciation rate δ and the net rate of profit r. The depreciation rate is a function of the net rate of profit and the economic lifetime.3


    As all vintages earn the same rate of gross profit, the price system can be reduced to a core relation describing the distribution of income between capitalists and workers. Piketty’s first law is the definition of the capital share in income, which now includes depreciation a= (δ + r)β. For a given capital coefficient, equating the labour share from the quantity system with the labour share of the price system yields the economic lifetime
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    The full solution of the model is obtained by invoking Piketty’s second law, which determines the value of the capital coefficient and is shown in the next section.


    Effects of changes in the r-g gap


    The solution of the complete model provides the long-term situation of balanced growth. Table 3 contains some numerical examples.


    
      
        
        
        
        
        
      

      
        
          	
            Table 3

            Effects of a larger r-g gap (exogenous net rate of profit)

          
        


        
          	
            Net rate of growth g (exogenous)

          

          	
            5

          

          	
            4

          

          	
            3

          

          	
            2

          
        


        
          	
            Gross savings rate s (exogenous)

          

          	
            20.5

          

          	
            20.5

          

          	
            20.5

          

          	
            20.6

          
        


        
          	
            Economic life span θ (A12)

          

          	
            10

          

          	
            13

          

          	
            19

          

          	
            38

          
        


        
          	
            Replacement rate d (A4)

          

          	
            8.0

          

          	
            6.0

          

          	
            4.0

          

          	
            1.8

          
        


        
          	
            Gross rate of growth d+g

          

          	
            13.0

          

          	
            10.0

          

          	
            7.0

          

          	
            3.8

          
        


        
          	
            Capital coefficient β (Piketty’s Second Law of Capitalism) (A10)

          

          	
            1.6

          

          	
            2.1

          

          	
            2.9

          

          	
            5.5

          
        


        
          	
            Net rate of profit r (exogenous)

          

          	
            5

          

          	
            5

          

          	
            5

          

          	
            5

          
        


        
          	
            Depreciation rate δ (A8)

          

          	
            8.0

          

          	
            5.7

          

          	
            3.3

          

          	
            0.9

          
        


        
          	
            Gross rate of profit δ+r

          

          	
            13.0

          

          	
            10.7

          

          	
            8.3

          

          	
            5.9

          
        


        
          	
            Capital share in income α (Piketty’s First Law of Capitalism) (A9)

          

          	
            0.205

          

          	
            0.22

          

          	
            0.24

          

          	
            0.32

          
        


        
          	
            Labour share in income λ (A7)

          

          	
            0.795

          

          	
            0.78

          

          	
            0.76

          

          	
            0.68

          
        


        
          	
            Capital stock K

          

          	
            158

          

          	
            205

          

          	
            294

          

          	
            545

          
        


        
          	
            Output Y

          

          	
            100

          

          	
            100

          

          	
            100

          

          	
            100

          
        


        
          	
            Net investment gK

          

          	
            7.9

          

          	
            8.2

          

          	
            8.8

          

          	
            10.9

          
        


        
          	
            Replacement investment dK

          

          	
            12.6

          

          	
            12.3

          

          	
            11.7

          

          	
            9.7

          
        


        
          	
            Gross investment

          

          	
            20.5

          

          	
            20.5

          

          	
            20.5

          

          	
            20.6

          
        


        
          	
            Net profits rK

          

          	
            7.9

          

          	
            10.3

          

          	
            14.7

          

          	
            27.2

          
        


        
          	
            Depreciation δK

          

          	
            12.6

          

          	
            11.6

          

          	
            9.6

          

          	
            5.1

          
        


        
          	
            Gross Profits

          

          	
            20.5

          

          	
            21.9

          

          	
            24.3

          

          	
            32.3

          
        


        
          	
            Profit surplus (profits – investment)

          

          	
            0

          

          	
            1.4

          

          	
            3.8

          

          	
            11.7

          
        


        
          	
            Note: The number in parenthesis refers to the equations in Appendix A. The economic lifetime is chosen to be an integer, so that the gross savings rate is a residual in the calculations.

          
        

      
    


    The table features four growth paths – the first with a growth rate of 5 percent, and the last with 2 percent growth. These are net growth rates. The sum of the replacement rate and the net rate of growth is the gross rate of growth. Piketty assumes a given net macroeconomic saving rate (Piketty and Zucman 2013, 1272). Here, I will assume a given gross savings rate s, which now also includes depreciation. In long term equilibrium, gross savings sY equal break-even investment (d+g)K (Mankiw 2007, 207). At this equilibrium the capital coefficient does not change anymore. This leads to Piketty’s second law, now including replacement investment
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    Assuming a gross savings rate of about 20 percent (Piketty 2014, 178), the capital coefficient increases from 158 percent in the case of a net rate of growth of 5 percent to 545 percent with a net rate of growth of 2percent. This represents a formidable rise of the ratio between capital and income, and the strength of Piketty’s argument is that he also finds this increase in his data for the period 1970-2010 (Piketty 2014, 26). The increase in the capital coefficient happens during the Traverse to the new steady state with a lower rate of growth. In the (new) steady state K and Y have the same growth rate g, so that the capital coefficient remains fixed.


    The capital stock is a fixed percentage of income along the balanced growth path. Therefore, replacement investment is also a percentage of income. At high growth rates the economic lifetime is short, so that replacement investment is much higher than net investment. Thus, a considerable of part of savings is allocated to replace the capital stock, and not to the expansion of the capital stock.


    Contrary to the partial analysis in Table 2, it now appears that the labour share in income decreases if the economy is stuck on a path with lower economic growth. The reason is that the lower growth rate induces a longer economic lifetime. The increase in the number of vintages is made possible by the adaptation of real wages to the lower labour productivity of the marginal vintage.4


    As stated above, Piketty’s first law (Piketty 2014, 52) is the definition of the capital income ratio a= (δ + r)β. According to Piketty (2014, 202) the net rate of profit is on average at the 5-percent level, although lower values are not excluded in the future. In Table 3 the rate of profit is 5 percent at every growth path.


    The sum of the depreciation rate and the net rate of profit is the gross rate of profit. At lower rates of growth the capital coefficient increases, which has a positive effect on the capital share. On the other hand, the gross rate of profit decreases as growth is lower. This is due to the decrease in the depreciation rate, induced by the lengthening of the economic life span. By contrast, the capital share increases from 20.5 percent on the growth path of 5 percent to more than 32percent on the growth path of 2 percent. The reason for this is that the decrease in the gross rate of profit is smaller than the increase in the capital coefficient. In Table 3, comparing the growth path of 2 percent with the growth path of 3 percent, the gross rate of profit decreases by 33 percent, whereas the capital coefficient rises by 62 percent. This shows that the vintage model with only indirect substitution between labour and capital is fully able to explain the simultaneous long-term rise in the wealth/income ratio and the capital share in income. So, to this end, there is no need to resort to the neoclassical model by assuming an elasticity of substitution that exceeds 1.


    Table 3 also shows that both net and gross profits rise as growth is lower. In each steady state, macroeconomic savings equal about 20.5 percent of the income. The savings rate exactly equals the capital share in income if the growth rate is equal to the rate of profit: r=g. This is the situation in the Golden Age of the 1950s and 1960s, where r and g amounted to approximately 5percent.5 In the decades that followed, growth slowed down, while profit rates remained high. This is why the surplus of profits rose. With a growth rate of 2 percent, this surplus represents almost 12 percent of income. This explains, for example, why countries that have experienced a marked slowdown in economic growth, such as Germany and Japan, have been confronted with huge surpluses in the current account of the balance of payment, and with a huge rise in net foreign wealth as a result.6


    The mirror image of the rise in surplus profits is the decrease of capitalists’ savings rate. In Table 3, where the net rate of profit is given, this savings rate remains implicit. In practice both workers and capitalists save. However, as shown in Appendix B, under certain assumptions, workers’ savings rate drops out of all equilibrium relations and capitalists’ savings rate remains the only relevant saving propensity
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    This is the Cambridge equation, developed by Luigi Pasinetti (1962). The equilibrium rate of profit emerges as being determined by the rate of growth divided by the capitalists’ propensity to save. For a given economic lifetime the growth rate is also fixed, so that an increase in capitalists’ saving rate will lead to a lower rate of profit. Table 4 gives an example, describing a steady state with a net growth rate of 2 percent. The first column corresponds to the last column of Table3.


    Assuming that capitalists increase their saving rates, the exercise in Table 4 shows that the higher savings rate leads to a decline in the gross rate of profit. According to the Cambridge equation, this is the outcome of two opposite forces, a positive effect of the increase in the gross rate of growth and a negative effect of the higher capitalists’ saving rate. The lower rate of profit is accompanied by a shorter economic lifetime, which raises the replacement rate and consequently the gross rate of growth. According to Piketty’s second law, the higher rate of growth lowers the capital coefficient. This has a substantial effect on the distribution of income between workers and capitalists. The capital share in income decreases from 32to 27 percent, because both the gross rate of profit and the capital coefficient decline, so that the negative effect on the capital share is unambiguous. It is important to note that a further increase in the capitalists’ savings rate will further lower the disparity between workers and capitalists, although the wealth/income ratios will not completely return to the relatively low values that correspond with high growth rates.


    
      
        
        
        
      

      
        
          	
            Table 4

            The effects of a smaller r-g gap (endogenous net rate of profit)

          
        


        
          	
            Net rate of growth g (exogenous)

          

          	
            2

          

          	
            2

          
        


        
          	
            Gross savings rate s (exogenous)

          

          	
            0.206

          

          	
            0.206

          
        


        
          	
            Economic life span θ (A12)

          

          	
            38

          

          	
            31

          
        


        
          	
            Replacement rate d (A4)

          

          	
            1.8

          

          	
            2.4

          
        


        
          	
            Gross rate of growth d+g

          

          	
            3.8

          

          	
            4.4

          
        


        
          	
            Capital coefficient (Piketty’s Second Law of Capitalism) (A10)

          

          	
            5.5

          

          	
            4.7

          
        


        
          	
            Capitalists’ saving rate (exogenous)

          

          	
            0.638

          

          	
            0.767

          
        


        
          	
            Net rate of profit r (endogenous)

          

          	
            5

          

          	
            4

          
        


        
          	
            Depreciation rate δ (A8)

          

          	
            0.9

          

          	
            1.7

          
        


        
          	
            Gross rate of profit δ+r

          

          	
            5.9

          

          	
            5.7

          
        


        
          	
            Capital share in income (Piketty’s First Law of Capitalism) (A9)

          

          	
            0.32

          

          	
            0.27

          
        


        
          	
            Labour share in income λ (A7)

          

          	
            0.68

          

          	
            0.73

          
        


        
          	
            Capital stock K

          

          	
            545

          

          	
            472

          
        


        
          	
            Output Y

          

          	
            100

          

          	
            100

          
        


        
          	
            Net investment gK

          

          	
            10.9

          

          	
            9.4

          
        


        
          	
            Replacement investment dK

          

          	
            9.7

          

          	
            11.1

          
        


        
          	
            Gross investment

          

          	
            20.6

          

          	
            20.6

          
        


        
          	
            Net profits rK

          

          	
            27.2

          

          	
            18.9

          
        


        
          	
            Depreciation δK

          

          	
            5.1

          

          	
            8.0

          
        


        
          	
            Gross Profits

          

          	
            32.3

          

          	
            26.9

          
        


        
          	
            Profit surplus (profits – investment)

          

          	
            11.7

          

          	
            6.3

          
        


        
          	
            Note: The numbers in parentheses refer to the equations in Appendix A. The gross rate of profits follows from the Cambridge equation in Appendix B. The net rate of profit is chosen to be an integer, so that capitalists’ savings rate is a residual in the calculations.

          
        

      
    


    Conclusion


    In the last section of ‘Capital Is Back’ (2013), Piketty and Zucman take a brief look at the implications of their new data on capital for understanding the evolution of factor shares and the shape of the production function. The data from 1975 onwards show that capital shares increased in all rich countries from about 15–25 percent in the 1970s to 25–35 percent in 2010.7 By their estimates, capital coefficients have risen even more than capital shares, so that rate of profit has declined somewhat. This is what one would expect in any model: when there is more capital, the rate of profit must go down. However, according to the data, the rate of profit has fallen less than the quantity of capital, implying a rising capital share. Piketty and Zucman (2013, 1303) say there are several ways to think about this piece of evidence.


    “One can think of a model with imperfect competition and an increase in the bargaining power of capital (e.g. due to globalization and increasing capital mobility). A production function with three factors – capital and high-skill and low-skill labour– where capital is more strongly complementary with skilled than with unskilled labour would also do, if there is a rise in skills or skill-biased technical change. Yet another – and more parsimonious – way to explain the rise in α is a standard two-factor CES production function F(K,L) with an elasticity of substitution σ > 1”.


    The last explanation has been criticised across the board, because conventional measures of capital typically yield values of σ that are much lower than 1. To discover other possibilities – in addition to the implications mentioned above – I have brought a clay-clay vintage model in a special case of joint production to the forefront. Within this framework, substitutability between labour and capital only exists indirectly. This comes about through replacement of capital of the oldest vintage in use with relatively high labour-output ratio by new investment with lower labour-output ratio due to labour-augmenting technological progress. The analysis reveals that this reproduction model is well able to explain the simultaneous long-term rise in the wealth/income ratio and the capital share in income.
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    Appendix A: the clay-clay vintage model in special case of joint production8


    Quantity system


    Consider a closed economy Y = C + S with a given savings rate s = S/Y. Here Y is output. The economic lifetime of fixed capital is denoted by θ. The capital coefficient is β, whereas the constant rate of labour-augmenting technical progress is g. Population growth is zero. Assuming that old capital goods are not regarded as net output, the circular flow Y = C + I can be decomposed into


    (A1)
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    In the steady state output of vintages in use is


    (A2)
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    Macroeconomic output is the sum of output of vintages in use
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    (A3)
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    The ratio in the LHS is the gross rate of growth, which can be decomposed into the net rate of growth g and the replacement rate d


    (A4)
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    As the macroeconomic capital stock is βY, gross investment can be written in two ways
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    Effective labour is
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    Using (A2), this equation reduces to
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    Output per effective worker is


    (A5)
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    Output per effective worker of the oldest vintage in use, the so-called marginal vintage is


    (A6)
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    By definition, the labour share in income is the ratio of real wage and output per worker. In equilibrium the real wage of an effective worker equals output per effective worker of the marginal vintage, so that the labour share can be written as


    (A7)
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    Notice that neither the capital coefficient nor the labour coefficient of the newest vintage plays a role in this expression.9


    Price system


    Capital return is the sum of depreciation net rate of profit
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    Dividing by the price of total output and rearranging terms, capital returns are10
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    Relative book values only depend on the rate of profit and the life span of capital goods (see Sraffa 1972 and van Schaik 1976a).
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    An example is the second vintage
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    This annuity is the gross rate of profit, which can be decomposed into the net rate of profit r and the depreciation rate δ


    (A8)
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    All vintages earn the same gross rate of profit. As a result, each vintage describes the macroeconomic distribution of income between capitalists and workers. Piketty’s 1st law is the definition of the capital share in income, which now includes depreciation


    (A9)
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    According to Piketty’s 2nd law the capital coefficient is the ratio of savings rate and the rate of growth, which now includes replacement investment


    (A10)
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    Using (A9) and (A10) the labour share in income is


    (A11)
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    Equating the labour share from quantity system (A6) with the labour share from the price system (A9) yields the economic life span θ


    (A12)
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    Appendix B: the Cambridge equation


    Following Pasinetti (1962), the irrelevance of the workers’ saving rate can be explained as follows. If both capitalists and workers have a positive saving rate, in the long run, the capital stock owned by each category of savers becomes proportional to their savings, so that (using subscript c for capitalists and w for workers)


    (B1)
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    But profits are also proportional to the capital stocks. If workers lend their capital to capitalists and the assumption is made that the rate of interest on loans is equal to the rate of profit, then the rate of profit is


    (B2)
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    Dividing through yields


    (B3)
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    Since in equilibrium S=I (W = labour income)


    (B4)
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    From the last equality it follows
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    This shows that, in all equilibrium growth relations, workers’ savings always become equal to – and hence can be replaced by – the amount of savings the capitalists would make if workers’ profits were to go to them. Hence the workers’ savings rate drops out of all equilibrium relations and the capitalists’ savings rate remains the only relevant saving propensity.


    Multiplying (B4) by the rate of growth I/K
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    This is the Cambridge equation. The equilibrium rate of profit emerges as being determined by the rate of growth divided by the capitalists’ propensity to save.


    


    Endnotes


    
      
        1 Tilburg University.

      


      
        2 In Appendix A the term L measures the effective number of workers. It takes into account the number of workers and the efficiency of each worker. The ratio between output Y en L is output per effective worker, which in the steady state is constant. In the steady state output per worker (labour productivity) grows with the rate of labour-augmenting technological progress g.

      


      
        3 Note that in van Schaik (2014), the depreciation rate did not change, because the lifetime of capital goods was fixed.

      


      
        4 Note that during the Traverse from one steady state to another steady state, the development of real wages is governed by the institutional environment of the economy (Acemoglu and Robinson 2014). The Netherlands is a typical example of a country where institutions have embraced wage moderation to cope with the forcing up of the productivity slowdown on the labour share of income. The early introduction in the 1970s of the clay-clay vintage model in macroeconomic policy analysis by the CPB Netherlands Bureau for Economic Policy Analysis played an important role in shaping this consensus. One of the first estimations of this model is Hartog and Tjan (1976) of CPB.

      


      
        5 In the reproduction model, the equality of r and g leads to the Golden Rule of Accumulation whereby consumption per worker is at its greatest level (see van Schaik 1976a, Appendix C). In this case, the capital share in income equals the savings rate.

      


      
        6 In 2010 net foreign wealth accounted for 9 percent of national wealth in Germany and 11 percent in Japan (Piketty and Zucman 2013, Table A27).

      


      
        7 Here the capital shares are net of depreciation.

      


      
        8 This appendix is based on van Schaik (1976a).

      


      
        9 Empirical applications of the clay-clay vintage model always estimate the Traverse from one potential steady state to another potential steady state. An example is the break by WWII. The parameters β, a, s and g were (much) lower in the pre-war period than afterwards (see van Schaik 1976b).

      


      
        10 Notice that p° = 1 (Numéraire).
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    Nit-Piketty: A Comment on Thomas Piketty’s Capital in the Twenty First Century


    Debraj Ray1


    Thomas Piketty’s heart is deﬁnitely in the right place. Capital in the Twenty First Century addresses the great question of our times: the phenomenon of persistent and rising inequality. Piketty has amassed data – both from a motley collection of sources and from his own empirical work – that shows how inequality has not just been high, but on the rise. Piketty purports to provide an integrated explanation of it all. Paul Krugman calls it ‘the uniﬁed ﬁeld theory of inequality’. Com­parisons to Marx’s great Capital abound (perhaps not entirely unsolicited). Even in this quick-moving bite-hungry world, everyone is still cheering, weeks after the English translation has appeared. That’s pretty amazing.


    Amazing, but at another level, unsurprising. We’ve been handed a Messiah – in the form of a sizable tome that contains the laws of capitalism, yes, Laws! The tome has been approved – nay, embraced – by seemingly sensible economists and reviewers. It is written by a good economist whose intellectual acumen is undisputed (I have ﬁrst-hand evidence for this). It unerringly asks the right questions. So the knee-jerk intellectuals are all a-Twitter, so to speak.


    Yet, Piketty’s heart apart, the rest of him is a little harder to locate, and I don’t just mean his coy statement that “I was hired by a university near Boston”, or his distancing from those economists that just do economic theory without studying the real world: “economists are all too often preoccupied with mathematical problems of interest only to themselves”. Those remarks are at worst a mildly irritating digression. What I mean is Piketty’s positioning on the whole business, his little nod-and-wink to the media and his vast potential audience who feel they already know what economics is all about: look guys, there’s Marx, then a bunch of punctilious theorem-provers, then a small-ﬁsted clutch of real economists, and then there’s me, Piketty, and in case you’re not getting the point, read the title of my book.


    Which, by the way, is probably all what many people who are raving about the book have done.


    Piketty’s very long opus, which would beneﬁt not a little from severe compression to around half its size or perhaps less, can be viewed as having the following main components:


    
      	The empirical proposition that inequality has been historically high, and apart from some setbacks, has been growing steadily through the latter part of the twentieth century (with capital incomes at the heart of the upsurge), and


      	A theoretical apparatus that claims to explain this phenomenon, via the promulgation and application of three ‘Fundamental Laws of Capitalism’.

    


    I begin with the empirics, but my main points will be about theory.


    Long ago, there was Simon Kuznets, an American economist who painstakingly (but with relatively little at his informational disposal) attempted to piece together data on economic inequality in developed and developing countries. With a rather remarkable leap of intellectual virtuosity, Kuznets formulated what soon became known as the Inverted-U Hypothesis (or the Inverted-U Law in some less timid circles): that economic inequality rises and then inevitably falls in the course of economic development. Remember, Kuznets was writing in the 50s and 60s, when all within his experiential ken was agriculture and industry and not much else. So, to him, the story was clear: as an agricultural society transits to industrial production, a minority of the labor force begins to work in industry, and both this minority as well as the relatively few industrial capitalists receive high proﬁts, thereby driving up inequality. Later, as the minority of industrial workers turns into a majority, and as other industrialists come to challenge the incumbent capitalists, the initial inequalities are competed away, leading to a phase of falling inequality.


    This is a sensible story, but necessarily incomplete, because as we all know now, agriculture and industry are not the only games in town. Here, for instance, is me writing in 1998 (in an even larger book which could also do with some serious pruning):


    “even without the biases of technical progress, industrialization itself brings enormous proﬁts to a minority that possess the ﬁnancial endowments and entrepreneurial drive to take advantage of the new opportunities that open up. It is natural to imagine that these gains ultimately ﬁnd their way to everybody, as the increased demand for labor drives up wage rates. However, the emphasis is on the word ‘ultimately’ [...] Such changes may well create a situation in which inequality ﬁrst rises and then falls in the course of development […] but to go from this observation to one that states that each country must travel through an inverted-U path is a leap of faith. After all, uneven (and compensatory) changes might occur not only under these situations, but in others as well. Thus it is possible for all countries to go through alternating cycles of increasing and decreasing inequality, depending on the character of its growth path at different levels of income. The complexity of, and variation in these paths (witness the recent upsurge in inequality in the United States) can leave simplistic theories such as the inverted-U hypothesis without much explanatory power at all” (Development Economics, 1998, Princeton University Press).


    At the time of that writing, and coming into the end of a long stock market boom in the United States, the fact of rising inequality was already widely visible, and several papers were being written on the subject. Two of the main contenders were labor-displacing technological change (computers, for instance) and the rise of globalization, which kept domestic wages down while allowing proﬁts to grow. There was much discussion and healthy debate. My goal is not to review the debate, but to point out to the hyperventilating readers of Piketty that such a debate was indeed alive and well.


    What Piketty brings to this particular table are the following points:


    
      	Inequality has been rising, and to see it well, one should study ‘top incomes’: those of the top 1 percent or even, in a variant which we might call SuperOccupy, the top 0.1 percent or 0.01 percent. This is an extremely important observation. There are lots of people in the top 1 percent (more in India, for instance, than in a good-sized European country), and they cast a long and enviable shadow. Theirs are the cars you see gliding by on the streets. Theirs are the gadgets we’d like to buy. Theirs are the lives the media gorge on. Theirs are the styles we covet. Even a large sample survey will often fail to pick these people up, so Piketty’s meticulous examination of tax records (along with co-authors) in different countries is to be applauded. This is data work at its best, with a well-deﬁned reason for doing it, and when I read the papers with Emmanuel Saez and Tony Atkinson that put these ﬁndings together, I felt I had learnt something.


      	Piketty’s second point is that the rise in inequality is driven, by and large, by the progressive domination of capital income. Piketty presents different pieces of evidence to suggest that ‘capital’ is making a comeback, and yes, it is important to put capital in quotes because he does lump together a variety of forms of capital in that term: ranging from capital holdings that directly bear on production (such as stocks or direct investments) to those that might serve a more speculative purpose (such as real estate). On these matters the empirical story is far less ﬁrm, though Piketty doggedly sticks to Capital (oh, but the title at all costs!). For instance, Bonnet et al. (2014) observe that once housing prices are removed from the Piketty compilation of capital, the phenomenon of rising share of capital income goes away. At the time of writing, the Financial Times (23 May 2014) is reporting arithmetical errors in some of the Piketty spreadsheets. I am not yet competent enough to comment on these empirical critiques, but I’m pretty sure that the overall observation of rising inequality will stand in some deﬁnitive shape or form. Nevertheless it is disconcerting to see how the aggregation of disparate ‘capital holdings’, some productive, others less so, might drive the ﬁner details of a trend.

    


    There is also the not-so-small matter of the United States, an exception noted by Piketty. It is unclear that the story of rising inequality in the United States is one of physical (or ﬁnancial) capital coming to dominate. Rather, inequality in the United States appears to be propelled by incredibly high returns to human capital at the top of the wage spectrum. This points to a very different set of drivers, and also shows that the physical capital story is not pervasive.


    Which brings me to the Fundamental Laws of Piketty. ‘Make no mistake’, (to quote one of his favorite phrases) description is not enough, and it is laudable that Piketty, despite his distaste for mere theorizing, feels the need for deeper understanding – for an explanation as opposed to a mere description – of the great phenomenon of rising inequality. That he feels this need is worthy of acclaim in itself, for in fact too many researchers today are content with mere description. Whether he succeeds is a different matter, to which I now turn.


    Piketty’s Laws 1 and 2 can, alas, be dismissed out of hand. (Not because they are false. On the contrary, because they’re true enough to be largely devoid of explanatory power.) For the beneﬁt of the reader interested in a brief, self-contained account, I have relegated a statement of these laws to an appendix, but here is an even briefer description.


    Law 1 is merely an accounting identity, a simple tautology that links variables: the rate of return on capital, capital’s share in income, and the capital-output ratio. These are all outcomes or ‘endogenous variables’, no subset of which can have explanatory sig­niﬁcance for the rest unless something more is brought to bear on that piece of accounting (which as far as I could tell, isn’t).


    Law 2, which links the savings rate, the capital-output ratio and the growth rate, is the famous Harrod-Domar equation. This goes further than mere tautology, unless we allow all these three variables to freely move, in which case it is not much better than Law 1. Law 2 turns into a falsiﬁable theory once we impose further restrictions: Harrod did so by presuming that the capital-output ratio is constant. Solow did so by presuming that the capital-output ratio evolves along a production function. Piketty, as far as I can tell, does neither. For instance, there are sections in the book that explain the rise in the capital-output ratio by referring to a fall in the rate of growth (see the Appendix). This is silly, because the rate of growth is as much as an outcome as the capital-output ratio, and cannot be used as an ‘explanation’ except one of the most immediate (and therefore un-illuminating) variety.


    Moreover, these relationships pertain to simple equations that link macroeconomic aggregates: national income, capital-output ratios, or the overall rate of savings. Without deeper restrictions, they are not designed to tell us anything about the distribution of income or wealth across individuals or groups. And indeed, they do not.


    And so we come to Piketty’s Third Fundamental Law, what he calls ‘the central contradiction of capitalism’:


    The rate of return on capital systematically exceeds the overall rate of growth of income: r > g.


    Relatively speaking, this is the most interesting of the three laws. It is a genuine prediction. It is falsiﬁable. And empirical research throws real light on this phenomenon: Piketty amasses data to argue that this inequality has held, by and large undisturbed, over a long period of time. (And reading this description of empirical trends, I continue to be impressed.)


    Here is what Piketty concludes from this Law, as do several approving reviewers of his book: that because the rate of return on capital is higher than the rate of growth overall, the income of capital owners must come to dominate as a share of overall income. Once again, we are left with a slightly empty feeling, that we are explaining one endogenous variable by other endogenous variables, but I don’t want to ﬂog this moribund horse again. Rather, I want to make two related points: (a) the above assertion is simply not true, or to be more precise, it may well be true but has little or nothing to do with whether or not r > g, and (b) the law itself is a simple consequence of a mild efﬁciency criterion that has been known for many decades in economics. Indeed, most economists know (a) and (b), or will see these on a little reﬂection. But our starry-eyed reviewers and genuinely interested readers might beneﬁt from a little more explanation, so here it is.


    The rate of return on capital tracks the level of capital income, and not its growth. If you have a million dollars in wealth, and the rate of return on capital is 5percent, then your capital income is 50,000 US dollars. Level, not growth. On the other hand, g tracks the growth of average income, not its level. For instance, if average income is 100,000 US dollars and the growth rate is 3 percent, then the increase in your income is 3,000 US dollars. Saying that r > g implies that capital income will grow faster than labor income is a bit like comparing apples and oranges.


    To make the point clear, I’m going to expand upon this argument in two ways. First, let us look at a situation in which the argument apparently holds. Suppose that capital holders save all their income. Then r not only tracks the level of capital income, it truly tracks the rate of growth of that income as well, and then it is indeed the case that capital income will come to dominate overall income, whenever r > g. But the source of that domination isn’t r > g. It is the assumption that capital income owners save a higher fraction of their income!


    Now, is there anything special about capital income that would make their owners save more of it? After all, a dollar is equally green no matter which where it grows. The answer is a measured ‘not really’, with the little hesitation added to imply: well, possibly, because the owners of capital income also happen to be richer than average, and richer people can afford to (and do) save more than poorer people. But that has to do with the savings propensities of the rich, and not the form in which they save their income. A poor subsistence farmer with a small plot of land (surely capital too) would consume all the income from that capital asset. It may well be that the return on that land asset exceeds the overall rate of growth, but that farmer’s capital income would not be growing at all.


    In short, I’m afraid that as far as ‘explaining’ the rise of inequality goes, Piketty’s Third Law is a red herring. In the discussion above, everything depends on the presumption that the savings is a convex function of income, thus generating ever-widening inequality over time. That argument does not pin down whether such inequality will manifest itself in the ultimate domination of capital income, as deﬁned by Piketty. It might, if the rich choose to save their wealth – or transfer it over generations – in the form of dividend-paying capital assets. And they do, more often than not. But it won’t, if the rich use skill acquisition as the vehicle for their intergenerational transfer. It would show up in human capital inequality instead. (And indeed, some version of this discussion appears to be true for the United States, a notable exception to the Piketty argument, though my argument shows that the exception isn’t so exceptional after all.2


    But the Piketty faithful will still cling to the magic of that all-pervasive formula: r > g. That looks right, doesn’t it, and besides, it is impressive how empirically the law appears to hold through decades of data. My answer is: yes, it does look right, and its empirical validity is indeed impressive, but to me it is impressive for a different reason: that it is a mini-triumph of economic theory.3


    Here is a fact. Take any theory of economic growth that is fully compatible with ‘balanced income growth’ of all individuals, the kind we already know does a bad job in explaining rising inequalities. Under the mildest efﬁciency criterion – one that essentially states that it must be impossible to increase consumption for every generation, including the current generation, by lowering savings rates – it follows, not empirically but as a matter of theoretical prediction, that r > g. Piketty’s Third Law has been known to economic theorists for at least 50 years, and no economic theorist has ever suggested that it ‘explains’ rising inequality. Because it doesn’t. It can’t, because the models that generate this ﬁnding are fully compatible with stable inequalities of income and wealth. (More on this in the Appendix.) You need something else to get at rising inequality.


    What then, explains the marked and disconcerting rise of inequality in the world today? Capital, in the physical and ﬁnancial sense that Piketty uses it, has something to do with it. But it has something to do with it because it is a vehicle for accumulation. It is probably the principal vehicle for accumulation by the top 1 percent or the top 0.01 percent, simply because there are generally limits on how high the compensation to human capital can be in any generation. It is hard enough to make a few hundred thousand dollars in annual labor income, and reaching the million-dollar mark (let alone tens of millions) is far harder and riskier. But physical capital — land and ﬁnancial assets — can be steadily and boundlessly accumulated. In this sense Piketty is right in turning the laser on capital. But, as I said, it’s just a vehicle. (Even a lower middle class family in a high-income country can buy a few shares of Apple or Google.) What’s driving that vehicle is the main question. On this I have three things to say.


    The ﬁrst is that economic growth is fundamentally an uneven process. Whether or not the workhorse growth models satisfy r > g (as I’ve said, they do by and large), they fail on the grounds that they do not capture this intrinsic unevenness. Agriculture to industry was just one of the greatest structural transformations. But there are others. The IT revolution brought about another seismic shift, and a great displacement of unskilled labor that is still not over. When the dust has settled, that too will have created a rise in inequality, followed by a Kuznets-like adjustment as job-seekers across generations struggle to deal with the creation of new occupational niches, and the disappearance of others. There are other, perhaps smaller revolutions, but important enough to be visible at the country level: the rise of services, or the software industry, or a boom in ﬁnance or engineering. The fact of the matter is that there isn’t just one Kuznets inverted-U. To caricature things a little (but only a little), there are many overlapping inverted-Us, one for each source of uneven growth. Each creates its own inequalities, as the lucky or farsighted individuals already in the bene­ﬁciary sector experience an upsurge in their incomes. That inequality then serves as an impetus to reallocation, as the individuals in the ‘lagging’ sectors (or their progeny) attempt to relocate to the growing sector. Whether or not that reallocation can occur will depend on how quickly the new generation can adjust, and on their access to resources (such as the capital market). Whether or not that reallocation is successful depends on the next tsunami of unevenness and where it hits, and so it goes.


    The second point is that such unevenness is invariably exacerbated in a globalizing world. As countries open up to trade, some sectors, propelled by comparative advantage, will reap immense rewards, and the inhabitants of those sectors will be the beneﬁciaries. Each wave of globalization starts off a potential Kuznets curve in each country that reacts in this way.


    My third point is that in this uncertain, uneven world, inequalities will invariably rise and fall with the great shifts: industry, information technology, and whatever is to come. Is it possible to predict whether the rise and fall will bring us back to the same starting point in ‘inequality space’? In other words, is there a long-run, secular trend to inequality? I believe that there will be, for a few important reasons.


    To begin with, the reallocations demanded by uneven growth can be best dealt with by the already-wealthy. They have the deep pockets to ﬁnance the human capital of their children. In a world with perfect credit markets, this problem would go away. But the world does not have perfect credit markets.


    Next, the savings rate climbs with higher incomes. This is an important driver of secular in- equality. One can pass through several Kuznets cycles, but the rich will always be in a better position to take advantage of them, and they will save at higher rates in the process. The process is cyclical, but not circular.


    And ﬁnally, if I may be so bold as to supplement Piketty’s Three Laws by yet another, here it is: the Fourth Fundamental Law of Capitalism.


    Uneven growth or not, there is invariably a long-run tendency for technical progress to displace labor.


    There is a simple argument why this law must hold. It is this: capital can be indeﬁnitely accumulated, while the growth of labor is fundamentally limited by the growth of population. Therefore there is always a tendency for capital to become progressively cheaper relative to labor, and so all technical progress must be fundamentally redirected away from labor. But there is a subtlety here: that redirection must of necessity be slow. If it is too fast, then the demand for labor must fall dramatically, resulting in labor being too cheap. But if labor is too cheap, the impetus for labor-displacing technical progress vanishes. So, this change must be slow. But it will be implacable. To avoid the ever widening capital-labor inequality as we lurch towards an automated world, all its inhabitants must ultimately own shares of physical capital. Whether this can successfully happen or not is an open question. I am pessimistic, but the deepest of all long-run policy implications lies in pondering this question.
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    Appendix: The Fundamental Laws


    The First Fundamental Law: The share of capital income in total income equals the rate of return on capital multiplied by the capital income ratio.


    Or, more succinctly and yet more transparently:


    (A1) Capital income / Total income = (Capital income / Capital stock) x (Capital stock / Total income)


    Now it is absolutely evident that the above is an accounting identity (of course Piketty recognizes this as well), and can hardly deserve the status of a ‘law’. It may well be useful in organizing our mental accounting system, but it explains nothing.


    The Second Fundamental Law: The rate of growth of national output equals the savings rate out of national output (net of depreciation) divided by the capital-output ratio.


    This is slightly more complicated, but nonetheless with enough freedom given to each of these variables, it is also largely devoid of explanatory power. First we need to understand what the law means. Savings net of depreciated capital stock augments the total stock of capital, so that


    (A2) Savings = Capital tomorrow − Capital today

    = (Capital tomorrow / Output tomorrow) x Output tomorrow – (Capital today / Income today) x Output today

    = Capital-output ratio x (Output tomorrow – Output today)


    where we have made the very mild simplifying approximation that the capital-output ratio is roughly steady over two adjacent periods of time. Now divide both sides of this elementary equation by ‘output today’, to see that


    (A3) Saving rate = Savings / Output today

    = Capital-output ratio x (Output tomorrow – Output today) / Output today

    = Capital-output ratio x Growth rate of output


    which is the Second Law. I trust my reader will take it on faith that something that takes a line or two of middle-school algebra to derive, with no reference to the great forces that determine any of the variables in question, should perhaps not be treated as a Law of Capitalism, let alone a ‘Fundamental Law’. Never­theless, this equation has served as a starting point on which some venerable economic theory has rested, including the models of Harrod and Domar, which impose the constancy of the capital output ratio for all time, or the classic variant introduced by Solow, which posited that the capital-output ratio evolved according to a production function that was subject to diminishing returns. Leaving both these variables free of constraint, as Piketty appears to do in numerous assertions in the book, is really to say very little. As just one example (page 175):


    “if one now combines variations in growth rates with variations in savings rate, it is easy to explain why different countries accumulate very different quantities of capital, and why the capital- income ratio has risen sharply since 1970. One particularly clear case is that of Japan: with a savings rate close to 15 percent a year and a growth rate barely above 2 percent, it is hardly surprising that Japan has over the long run accumulated a capital stock worth six to seven years of national income. This is an automatic consequence of the [second] dynamic law of accumulation”.


    Or later, page 183:


    “the very sharp increase in private wealth observed in the rich countries, and especially in Europe and Japan, between 1970 and 2010 thus can be explained largely by slower growth coupled with continued high savings, using the [second] law”.


    (Emphasis mine in both quotes.) These observations — and several others that I do not have the space or the inclination to record — calls into question the entire notion of ‘explanation’. What does it mean to explain the rise in the capital-output ratio by a slowdown in growth, when that latter variable is just as much an outcome rather than a primitive cause?


    The Third Fundamental Law: The rate of return on capital systematically exceeds the rate of growth: r > g.


    This one is different. It deﬁnitely aspires to the status of a law, not because it is correct for all times and places (it isn’t), but because it is falsiﬁable and also because Piketty has shown through his painstaking empirical description that it appears to hold. But that does not mean, as Piketty asserts, that it is “the central contradiction of capitalism” (page 571).


    On the contrary, it is a famous condition known in various guises for several decades: dynamic efﬁciency, or the transversality condition. The easiest manifestation of this law comes from studying a Harrod-style growth model in which output is linearly produced by capital, so that the capital-output ratio is constant:


    (A4) Output = r × Capital


    where r is obviously the net rate of return on capital, and 1/r is the capital-output ratio. Using this in the Second Law, we must conclude that


    (A5) s = g × (1/r)


    where s is the savings rate and g is the growth rate of output. The condition r > g now pops out of the simple restriction that countries are not in the habit of saving 100 percent of all their income, so that s < 1. Note how this has nothing to do with whether inequality is narrowing or widening in that country. There is no contradiction here, let alone a central contradiction.


    What is interesting is that r > g is not just a consequence of this simple model, it is a consequence of any model of growth (including the Solow model), provided that we insist on ‘dynamic efﬁciency’. Dynamic efﬁciency simply states that an economy does not grow so fast as to spend so as to negate the initial (economic) purpose of growth, which is to consume. For instance, in the simple Harrod model, if the savings rate s = 1, then the economy will grow as fast as it can, but no one would ever consume anything (now that would be a better central contradiction). Any other savings rate in the Harrod model is actually dynamically efﬁcient: there is no way to alter the resulting path of consumption and output so as to provide higher consumption at all dates.


    So much for the Harrod model. In more general models of growth, this condition is more subtle and imposes deeper restrictions. One beautiful manifestation of this is the celebrated Phelps-Koopmans theorem, which places limit on how quickly an economy can grow in order to satisfy dynamic efﬁciency. That theorem yields r ≥ g. The strict inequality follows with just a bit of discounting of the future.


    Don’t get me wrong. I am not trying to suggest that a simple, aggregative condition such as that derived in the Phelps-Koopmans theorem explains the world. All I am saying is that it explains why r exceeds g. But the fact that r exceeds g explains nothing about the rise in inequality.


    


    Endnotes


    
      
        1 New York University. This short article appeared on my blog at debrajray.blogspot.com in May 2014 and has reappeared at several locations. CESifo asked to publish it as a ‘regular article’ and I am happy to oblige.

      


      
        2 To be sure, as Piketty (p.300) notes, “a very substantial and growing inequality of capital income since 1980 accounts for about one-third of the increase in inequality in the United States — a far from negligible amount”. But it is the inequality in labor incomes that accounts for the bulk of it.

      


      
        3 The fact that economic theory occasionally uses some mathematics isn’t reason to abandon it. Rather, it suggests that as readers, we need to work a little harder ourselves instead of having things handed to us on platters suitably disinfected of mathematical symbolism.
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    r>g: Why the ‘Piketty Debate’ Unsettles Germany’s Economic Experts


    Till van Treeck1


    Introduction


    This article reflects on the significance of Thomas Piketty’s ‘Capital in the 21st Century’ for academic and policy debates in Germany. The second section highlights two potential reasons why this widely-acclaimed book has so far provoked less enthusiastic reactions in Germany than in Britain, France and the United States. Firstly, it seems to be less straightforward to apply Piketty’s concepts of top income and wealth shares in the German context. This difficulty is partly due to limited data availability owing to the fact that there is no wealth tax in Germany and that capital incomes have been taxed on an anonymous basis since 2009. A further complicating factor is that top household incomes shares do not take into account trends within the corporate sector, which has accumulated large financial surpluses in Germany since the early 2000s as a result of skyrocketing (retained) profits. Secondly, there still is an unfortunate unwillingness in large parts of the economics profession in Germany to take the issue of income and wealth inequality and its relation to macroeconomic developments more seriously.


    The third section briefly recalls the ingredients of Piketty’s macroeconomic model developed in ‘Capital’, before illustrating the dynamics of the model on the basis of some simple numerical simulations that are ‘calibrated’ roughly to fit the German data (the fourth section). The simulations point to a number of popular misinterpretations of Piketty’s model that are widespread in the public debate in Germany. In particular, Piketty’s unconventional interpretation of the relation between the rate of return on capital, r, and the economic growth rate, g, has unsettled many commentators including the German Council of Economic Experts. Moreover, the simulations cast doubt on the widely reported empirical finding, based on household survey data, that there has been a sharp rise in income inequality over the past decade, but almost no change in wealth inequality in Germany.


    The fifth section discusses the potential macroeconomic implications of a growing divergence between r and g, as hypothesised by Piketty. At low accumulation rates in particular, high rates of return on capital can only be sustained by compensating effects on the demand side of the economy. But these effects may induce macroeconomic instability: in the United States prior to the financial crisis starting in 2007, the macroeconomic generation of profits was dependent on the unsustainable (debt-financed) spending of households below the top of the income distribution whose incomes decreased strongly relative to top incomes. This inequality-crisis nexus, emphasised by Piketty in ‘Capital’, is another topic that most economists in Germany seek to avoid. Yet, in Germany most households’ incomes have also developed sluggishly over the past decade or two, translating into weak private consumption demand. Hence, the profit generation process has largely depended on high and persistent current account surpluses, which are also a source of macroeconomic instability.


    In sum, it can only be hoped that the ‘Piketty debate’ will lead to a renewed interest in (the macroeconomic implications of) income and wealth inequality within both the economics profession and among policymakers in Germany.


    On the peculiarities of the ‘Piketty debate’ in Germany


    The ‘Piketty debate’ in Germany has been rather peculiar to date, in at least two ways. Firstly, in terms of data: several years before the publication of Piketty’s ‘Capital’, study after study showed that income inequality had strongly increased in Germany. OECD (2011), for example, concluded that over the past decade and a half, the Gini coefficient of disposable household income (based on household survey data) in Germany had risen faster than in almost any other OECD nation. From the mid-1980s to the mid-2000s, the rise in the Gini coefficient was approximately the same for Germany as for the United States, for example. Moreover, the decline in the share of wages in national income was more pronounced in Germany than in most other industrialised countries, especially as of the early 2000s. On the other hand, household survey data from the German Socio-economic Panel (SOEP) suggests that wealth inequality was roughly stable from 2002 to 2007 and from 2007 to 2012 (Grabka and Westermeier 2014). Meanwhile, the Household Finance and Consumption Survey (HFCN 2013) showed that the level of wealth inequality in Germany was relatively high compared to that of other Euro­pean countries.


    These trends in income and wealth distribution are often treated like established facts in the German debate, even although the data sources that they are based on – voluntary household surveys – are all limited by the fact that well-off households rarely participate in them. Against this background, the most valuable contribution of Thomas Piketty’s research is certainly to be seen in his meticulous analysis of top household incomes based on official tax return files, which has given rise to the World Top Incomes Database (Alvaredo et al. 2012). This approach is currently being extended to the analysis of top household wealth shares (e.g. Saez and Zucman 2014). Yet, Piketty’s ‘Capital’ is astonishingly silent on trends in income and wealth distribution in Germany. If anything, Piketty’s data seem to suggest that top household income shares have been relatively stable in Germany in recent decades, albeit at a relatively high level compared to other industrialised countries. Data on wealth inequality in Germany are completely absent from ‘Capital’.


    Two aspects should be noted here: firstly, at the statistical level, the fact that no wealth tax exists in Germany and that information about capital income taxes has not been recorded on an individual basis since the introduction of the flat-rate withholding tax (‘Abgel­tungssteuer’) in 2009 is hindering research in this area. The latest available information on top household income shares in the World Top Incomes Database is from 1998 (excluding capital gains) and 2007 (including capital gains). Attempts to estimate the role of capital income for top income shares after 2009 (e.g. Bartels and Jenderny 2014) therefore have to refer to other, less authoritative sources.


    Secondly, at the conceptual level, Piketty’s preferred measure of income inequality, i.e. top household income shares, may fall victim to something of a blind spot when applied to Germany. Much of the huge rise in corporate earnings since the early 2000s has been retained by companies, rather than being passed on to private households. Therefore, to the extent that corporations are predominantly owned by well-off households while retained corporate profits are not counted as household income, top household income shares àla Piketty may underestimate the rise of top-end inequality in Germany. This is especially problematic since there are also no reliable data available for the distribution of corporate (and other forms of) wealth across households. Household survey data from the SOEP strongly underestimate the rise in average household net worth as documented by the national flow of funds. In particular, they completely fail to account for the rise in corporate wealth that should be expected in view of the yearly accumulation of net financial assets by the corporate sector in every year since 2002 (Behringer et al. 2014).


    An obvious lesson to be drawn from Piketty’s ‘Capital’ from the viewpoint of German politics would be to think about how to improve data availability for top incomes and wealth. Yet the federal minister for economic affairs, Sigmar Gabriel, explained during Thomas Piketty’s visit to his ministry, that “the wealth tax is dead” in Germany. It also seems unlikely that the current government will call into question the flat-rate withholding tax for capital incomes that was introduced in 2009.


    A second peculiarity in the German ‘Piketty debate’ is the superficial reception of ‘Capital’ and the caricatural representation of its main conclusions by some German academic economists. It suffices to mention two prominent examples here: shortly after the publication of Piketty’s ‘Capital’ in English, Stefan Hom­burg, an influential economist in academic and policy-oriented discussions, published a short, but widely-noted critique of Piketty’s interpretation of the r > g relationship. According to Homburg, Piketty’s conclusions about rising income and wealth inequality crucially depend on the implicit assumption that all capital incomes are saved and never consumed. It is hard to avoid the impression that this critique is based on an expressly selective reading of Piketty’s ‘Capital’. It is true that Piketty’s argument in ‘Capital’ is sometimes a bit imprecise, and on page 1 of the Introduction he comes close to suggesting that r > g is a sufficient condition for ever-rising inequality. Yet, it is clearly explained in the book that the implications of r > g for the evolution of income and wealth inequality depend on a number of additional factors. One is the tendency for high net worth individuals to achieve above-average rates of return since a large portfolio can be more easily diversified and is better able to incorporate a larger proportion of higher-risk investments that also offer higher returns. Furthermore, wealthier households tend to be better informed about attractive investment opportunities. Another factor is the tendency for high-income households to have higher saving propensities (out of life-time or permanent income) than lower income groups, who simply cannot afford to save a lot. Homburg’s critique, by contrast, is based on a model with a representative agent, i.e. without differential saving rates, and with a unique rate of return.


    Another noteworthy example of the superficiality of the German ‘Piketty debate’ is the latest annual report of the German Council of Economic Experts (CEE, ‘Sachverständigenrat’) with the striking title ‘More Confidence in Market Processes’. The CEE argues that Piketty “postulates a quasi-natural law of motion for income inequality”, which, according to the CEE, “does not hold from the economic point of view”. The CEE goes on to explain that “capital is used in the production process. Moreover, wealth and the income derived from it ultimately also serve the purpose of consumption” (SVR 2014, paragraph 518, own translation). But this is a naïve understanding of wealth. Age-wealth profiles based on the SOEP show that there is only an extremely modest decline in people’s wealth in the years before they die (as a result of them spending their savings). The average net wealth for the over-81 age group is not significantly lower than for people aged 65. In other words, most wealth, or at least those forms of wealth recorded by the SOEP, is inherited by the next generation. Research by Schinke (2012), combining tax data and national accounts data, shows that the proportion of Germany’s national income accounted for by inheritances has risen continuously since 1960. As such, there is a danger that economic inequality is being perpetuated from one generation to the next.


    A number of other influential German economists have reacted to the publication of Piketty’s ‘Capital’ in a similarly depreciative way as Homburg (2014) and CEE (2014); see Bank (2014). This is perhaps not surprising, since it is well known that unconventional economists are rare in Germany’s academic landscape, and that the German economics community is very conservative by international standards (Truger 2013).


    Piketty’s model


    Many commentators have (mis)represented Piketty’s theory as saying that whenever r > g, inequality will rise indefinitely and the share of profits in national income will rise to 100 percent (see Stelter 2014). This is obviously not true, as will be illustrated numerically in the fourth section. This section summarises Piketty’s (2014) model and discusses the conditions under which r > g will lead to rising inequality.


    Piketty’s ‘model’ for what he calls the ‘fundamental laws of capitalism’ comprises nothing more than an identity equation (equation 1) and a simple arithmetical principle (equation 2). As such, the model can be said to be universally valid as long as a steady-state approach is supposed to be acceptable.


    The ‘first fundamental law’ states that α (defined as the ratio of capital income, P, to the national income, Y) is equal to the return on capital, r, multiplied by β (defined as the net wealth of the economy as a whole, W, divided by the national income, Y):


    (1) α = P/Y = r*β = rW/Y


    According to the ‘second fundamental law’, in a long-term steady state, β converges to the ratio between the saving rate for the economy as a whole, s, and the nominal growth rate of the national income, g:


    (2) β = s/g


    Piketty makes two empirical observations that highlight the importance of these relationships to income and wealth distribution trends.


    Firstly, high-income groups save a greater proportion of their income and bequeath a larger percentage of their income than low-income groups. Secondly, Piketty argues that historically, the return on capital, r, has often exceeded the rate of economic growth, g. What this means is that if the owners of capital save a sufficiently large proportion of their income, wealth growth will tend to outpace earned income growth. Under certain circumstances, this results in a continuous rise in the wealth-income ratio, β, meaning that capital income accounts for a greater and greater share of the national income, α. Ultimately, this translates into a constant growth in income inequality. Formally speaking, β will continue to rise infinitely if sPr > g, where sp is the savings rate for capital income. The inequality dynamics will be further corroborated if well-off savers achieve higher-than-average returns on their financial investments.


    The main reason why Piketty’s model has been perceived as such a provocation by many economists is that r > g is considered an ‘almost self-evident assumption’ (Paqué 2014) in neoclassical growth models. But together with the assumption of differentiated household saving rates (and/or differentiated rates of return), it translates into a ‘fundamental force for divergence’, as Piketty puts it. If saving rates and rates of return were not connected to income, the wealth-income ratio of individual households would not be dependent on their income either. Furthermore, if saving rates and rates of return were uniformly distributed, then wealth and income distribution would become identical to wage distribution in the long term and the r-g ratio would be irrelevant vis-à-vis income distribution trends.


    A numerical illustration of Piketty’s ‘fundamental laws of capitalism’


    It may be helpful to illustrate how Piketty’s model works using a few concrete numerical examples. Given the model’s simplicity and the necessary simplifying assumptions, the simulations outlined below are primarily for illustrative purposes (the underlying excel file is available online through van Treeck 2014). Nevertheless, the trends shown by the processes that they describe are not necessarily unrealistic. More important than the concrete numbers, however, are the qualitative trends in the distribution of income and wealth that follow from the simple simulations proposed below. The potential implications for macroeconomic instability are discussed in the fifth section.


    In the model, households are divided into three groups (T: top, M: middle, U: lower). The simplifying assumption is made that the income and wealth quantiles coincide and remain stable over time. To reduce complexity, it is also assumed that the return on capital will be the same for all households. Since the model does not include a corporate sector, the top households represent both wealthy households and businesses. High income households have a higher saving rate than low income households. Moreover, since the State is also not represented in the model, no distinction is made between gross and net income and pre- and after-tax rates of return.


    In Table 1 the model was ‘calibrated’ so that the key ratios and parameters in period 0 essentially reflect the situation in Germany in the early 2000s. To this end, information from the national accounts, the SOEP and the World Top Incomes Database were combined (see Behringer et al. 2014). There is some uncertainty surrounding the appropriate calibration: according to the flow of funds, households’ net worth was around 360 percent that of national income at the beginning of the 2000s (see also Piketty 2014, 141). A share of capital incomes in national income of approximately 25 percent is reported by Piketty (2014, 222). This implies a rate of return on capital of approximately 7percent. The adjusted profit share reported in the AMECO database of the European Commission lies considerably above the capital income share reported by Piketty (2014). According to the Federal Statistical Office, the capital income share was slightly less than 30 percent (Behringer et al. 2014, 4). Moreover, Piketty (2014, 205) distinguishes between the observed rate of return and the pure rate of return. The pure rate is lower than the observed rate, because it deducts an estimate of the remuneration of the informal work related to the management of wealth. Furthermore, especially for family-owned and other small and medium-sized enterprises, which are particularly widespread in Germany, the distinction between income from capital and remuneration of entrepreneurial work is not always clear. To the extent that entrepreneurial income is recorded as profit income, the observed rate of return on capital rises. For the ‘calibration’ of the model the rate of return was initially set at 7.5 percent, which, given the net worth-to-income ratio of 360 percent, implies a capital income share of 27 percent.


    In period 0, the model is in a steady state. That is, as long as its parameters are not altered, both the ratios α and β and the distribution of income (Y) and wealth (W) will remain unchanged. The saving rates of the three income groups are income-based and have been chosen so that the β value for the economy as a whole and the individual β values remain constant (e.g. β = s/g = 0.108/0.03 = 3.6; βM = sM/g = 0.0897/0.03 = 2.99). In other words, wealth and income grow at the same rate. This baseline period clearly demonstrates that – contrary to frequent claims – if r is greater than g this in no way means that both β and inequality will inevitably continue to rise indefinitely. The reason here is that the saving rate for top earners is ‘too low’.


    Table 1a illustrates period 1, where a shock to the wage distribution that benefits top earners is accompanied by a rise in returns on capital. This results in a direct rise in the top income share from 25 percent to 35 percent, while the capital income share rises from 27 percent to 32 percent, approximately mirroring empirical trends during the 2000s (Behringer et al. 2014). It is interesting to observe how things develop over the subsequent periods. Initially, wealth inequality is largely unaffected by the increase in wage and income inequality. However, since the top income groups save a relatively high proportion of their increased income, wealth inequality also gradually increases. This, in turn, has the effect of exacerbating income inequality. After 15 periods, the top wealth share rises from 60percent to 64 percent, after 30 periods it reaches 67percent, after 50 periods it stands at 70 percent and in the new long-term steady state the top wealth share climbs to 81 percent. As a result, the top income share rises to 51 percent over the long term, even although the top wage share remains at 23 percent. This demonstrates how differences in the baseline wage and wealth distribution can be exacerbated over time as a result of differences in the savings rates of the different income groups.


    
      
        
        
        
        
        
        
        
        
        
        
        
        
        
        
        
        
        
        
        
        
        
        
      

      
        
          	
            Table 1

            Some simple simulations based on a variant of Piketty‘s (2014) model


            a) Rise in top wage share and rate of return

          
        


        
          	
            Period

          

          	
            alpha (=P/Y)


            

          

          	
            Share of L

          

          	
            r

          

          	
            g


            

          

          	
            Saving rates

          

          	
            s/g

          

          	
            beta (=W/Y)

          

          	
            Share of W

          

          	
            Share of Y

          
        


        
          	
            T

          

          	
            M

          

          	
            U

          

          	
            Total

          

          	
            T

          

          	
            M

          

          	
            U

          

          	
            Total

          

          	
            T

          

          	
            M

          

          	
            U

          

          	
            T

          

          	
            M

          

          	
            U

          

          	
            T

          

          	
            M

          

          	
            U

          
        


        
          	
            0

          

          	
            0.27

          

          	
            0.13

          

          	
            0.45

          

          	
            0.43

          

          	
            0.075

          

          	
            0.03

          

          	
            0.11

          

          	
            0.26

          

          	
            0.09

          

          	
            0.02

          

          	
            3.6

          

          	
            3.6

          

          	
            8.53

          

          	
            2.98

          

          	
            0.56

          

          	
            0.6

          

          	
            0.35

          

          	
            0.05

          

          	
            0.25

          

          	
            0.42

          

          	
            0.32

          
        


        
          	
            1

          

          	
            0.32

          

          	
            0.23

          

          	
            0.45

          

          	
            0.32

          

          	
            0.09

          

          	
            0.03

          

          	
            0.13

          

          	
            0.26

          

          	
            0.09

          

          	
            0.02

          

          	
            4.36

          

          	
            3.6

          

          	
            6.17

          

          	
            3.02

          

          	
            0.77

          

          	
            0.6

          

          	
            0.35

          

          	
            0.05

          

          	
            0.35

          

          	
            0.42

          

          	
            0.23

          
        


        
          	
            2

          

          	
            0.33

          

          	
            0.23

          

          	
            0.45

          

          	
            0.32

          

          	
            0.09

          

          	
            0.03

          

          	
            0.13

          

          	
            0.26

          

          	
            0.09

          

          	
            0.02

          

          	
            4.37

          

          	
            3.62

          

          	
            6.21

          

          	
            3.02

          

          	
            0.77

          

          	
            0.6

          

          	
            0.35

          

          	
            0.05

          

          	
            0.35

          

          	
            0.42

          

          	
            0.23

          
        


        
          	
            3

          

          	
            0.33

          

          	
            0.23

          

          	
            0.45

          

          	
            0.32

          

          	
            0.09

          

          	
            0.03

          

          	
            0.13

          

          	
            0.26

          

          	
            0.09

          

          	
            0.02

          

          	
            4.38

          

          	
            3.64

          

          	
            6.25

          

          	
            3.03

          

          	
            0.77

          

          	
            0.61

          

          	
            0.35

          

          	
            0.05

          

          	
            0.35

          

          	
            0.42

          

          	
            0.23

          
        


        
          	
            4

          

          	
            0.33

          

          	
            0.23

          

          	
            0.45

          

          	
            0.32

          

          	
            0.09

          

          	
            0.03

          

          	
            0.13

          

          	
            0.26

          

          	
            0.09

          

          	
            0.02

          

          	
            4.39

          

          	
            3.67

          

          	
            6.29

          

          	
            3.03

          

          	
            0.76

          

          	
            0.61

          

          	
            0.34

          

          	
            0.05

          

          	
            0.35

          

          	
            0.41

          

          	
            0.23

          
        


        
          	
            5

          

          	
            0.33

          

          	
            0.23

          

          	
            0.45

          

          	
            0.32

          

          	
            0.09

          

          	
            0.03

          

          	
            0.13

          

          	
            0.26

          

          	
            0.09

          

          	
            0.02

          

          	
            4.4

          

          	
            3.69

          

          	
            6.32

          

          	
            3.04

          

          	
            0.76

          

          	
            0.61

          

          	
            0.34

          

          	
            0.05

          

          	
            0.36

          

          	
            0.41

          

          	
            0.23

          
        


        
          	
            10

          

          	
            0.34

          

          	
            0.23

          

          	
            0.45

          

          	
            0.32

          

          	
            0.09

          

          	
            0.03

          

          	
            0.13

          

          	
            0.26

          

          	
            0.09

          

          	
            0.02

          

          	
            4.45

          

          	
            3.79

          

          	
            6.49

          

          	
            3.06

          

          	
            0.74

          

          	
            0.62

          

          	
            0.33

          

          	
            0.04

          

          	
            0.36

          

          	
            0.41

          

          	
            0.23

          
        


        
          	
            15

          

          	
            0.35

          

          	
            0.23

          

          	
            0.45

          

          	
            0.32

          

          	
            0.09

          

          	
            0.03

          

          	
            0.14

          

          	
            0.26

          

          	
            0.09

          

          	
            0.02

          

          	
            4.5

          

          	
            3.88

          

          	
            6.64

          

          	
            3.08

          

          	
            0.73

          

          	
            0.64

          

          	
            0.32

          

          	
            0.04

          

          	
            0.37

          

          	
            0.41

          

          	
            0.22

          
        


        
          	
            30

          

          	
            0.37

          

          	
            0.23

          

          	
            0.45

          

          	
            0.32

          

          	
            0.09

          

          	
            0.03

          

          	
            0.14

          

          	
            0.26

          

          	
            0.09

          

          	
            0.02

          

          	
            4.64

          

          	
            4.13

          

          	
            7.02

          

          	
            3.12

          

          	
            0.69

          

          	
            0.67

          

          	
            0.3

          

          	
            0.04

          

          	
            0.39

          

          	
            0.39

          

          	
            0.21

          
        


        
          	
            50

          

          	
            0.4

          

          	
            0.23

          

          	
            0.45

          

          	
            0.32

          

          	
            0.09

          

          	
            0.03

          

          	
            0.14

          

          	
            0.26

          

          	
            0.09

          

          	
            0.02

          

          	
            4.78

          

          	
            4.39

          

          	
            7.39

          

          	
            3.14

          

          	
            0.65

          

          	
            0.7

          

          	
            0.27

          

          	
            0.03

          

          	
            0.42

          

          	
            0.38

          

          	
            0.21

          
        


        
          	
            80

          

          	
            0.42

          

          	
            0.23

          

          	
            0.45

          

          	
            0.32

          

          	
            0.09

          

          	
            0.03

          

          	
            0.15

          

          	
            0.26

          

          	
            0.09

          

          	
            0.02

          

          	
            4.95

          

          	
            4.68

          

          	
            7.76

          

          	
            3.14

          

          	
            0.61

          

          	
            0.73

          

          	
            0.24

          

          	
            0.03

          

          	
            0.44

          

          	
            0.36

          

          	
            0.2

          
        


        
          	
            100

          

          	
            0.43

          

          	
            0.23

          

          	
            0.45

          

          	
            0.32

          

          	
            0.09

          

          	
            0.03

          

          	
            0.15

          

          	
            0.26

          

          	
            0.09

          

          	
            0.02

          

          	
            5.04

          

          	
            4.82

          

          	
            7.93

          

          	
            3.12

          

          	
            0.6

          

          	
            0.75

          

          	
            0.23

          

          	
            0.02

          

          	
            0.45

          

          	
            0.35

          

          	
            0.19

          
        


        
          	
            1,000

          

          	
            0.48

          

          	
            0.23

          

          	
            0.45

          

          	
            0.32

          

          	
            0.09

          

          	
            0.03

          

          	
            0.16

          

          	
            0.26

          

          	
            0.09

          

          	
            0.02

          

          	
            5.39

          

          	
            5.39

          

          	
            8.53

          

          	
            2.98

          

          	
            0.56

          

          	
            0.81

          

          	
            0.18

          

          	
            0.02

          

          	
            0.51

          

          	
            0.32

          

          	
            0.17

          
        

      
    


    In Table 1b, the overall rate of economic growth, g, is reduced from 3 percent in period 0 to 1 percent as of period 1. The assumption that the nominal income growth rate will decline is in line with the trend forecast by many economists and demographers, who claim that we can expect lower population growth (accompanied by lower income growth) and even ‘secular stagnation’ (Summers 2014) over the next few decades. Whilst the simulation illustrated in Table 1b initially develops almost identically to that in Table 1a, over the longer term it displays a much stronger tendency towards greater inequality. This is because the r-g ratio rises, while saving rates remain unchanged. The result is that wealth and capital income increase significantly faster than the national income. Even after 50 periods, the top income share has reached 60percent, while over the longer term, α, β and income and wealth inequality all continue to rise indefinitely.


    
      
        
        
        
        
        
        
        
        
        
        
        
        
        
        
        
        
        
        
        
        
        
        
      

      
        
          	
            b) Fall in growth rate

          
        


        
          	
            Period

          

          	
            alpha (=P/Y)


            

          

          	
            Share of L

          

          	
            r

          

          	
            g


            

          

          	
            Saving rates

          

          	
            s/g


            

          

          	
            beta (=W/Y)

          

          	
            Share of W

          

          	
            Share of Y

          
        


        
          	
            T

          

          	
            M

          

          	
            U

          

          	
            Total

          

          	
            T

          

          	
            M

          

          	
            U

          

          	
            Total

          

          	
            T

          

          	
            M

          

          	
            U

          

          	
            T

          

          	
            M

          

          	
            U

          

          	
            T

          

          	
            M

          

          	
            U

          
        


        
          	
            0

          

          	
            0.27

          

          	
            0.13

          

          	
            0.45

          

          	
            0.43

          

          	
            0.075

          

          	
            0.03

          

          	
            0.11

          

          	
            0.26

          

          	
            0.09

          

          	
            0.02

          

          	
            3.6

          

          	
            3.6

          

          	
            8.53

          

          	
            2.98

          

          	
            0.56

          

          	
            0.6

          

          	
            0.35

          

          	
            0.05

          

          	
            0.25

          

          	
            0.42

          

          	
            0.32

          
        


        
          	
            1

          

          	
            0.32

          

          	
            0.23

          

          	
            0.45

          

          	
            0.32

          

          	
            0.09

          

          	
            0.01

          

          	
            0.13

          

          	
            0.26

          

          	
            0.09

          

          	
            0.02

          

          	
            13.07

          

          	
            3.6

          

          	
            6.17

          

          	
            3.02

          

          	
            0.77

          

          	
            0.6

          

          	
            0.35

          

          	
            0.05

          

          	
            0.35

          

          	
            0.42

          

          	
            0.23

          
        


        
          	
            2

          

          	
            0.33

          

          	
            0.23

          

          	
            0.45

          

          	
            0.32

          

          	
            0.09

          

          	
            0.01

          

          	
            0.13

          

          	
            0.26

          

          	
            0.09

          

          	
            0.02

          

          	
            13.16

          

          	
            3.69

          

          	
            6.29

          

          	
            3.09

          

          	
            0.79

          

          	
            0.6

          

          	
            0.35

          

          	
            0.05

          

          	
            0.35

          

          	
            0.42

          

          	
            0.23

          
        


        
          	
            3

          

          	
            0.34

          

          	
            0.23

          

          	
            0.45

          

          	
            0.32

          

          	
            0.09

          

          	
            0.01

          

          	
            0.13

          

          	
            0.26

          

          	
            0.09

          

          	
            0.02

          

          	
            13.25

          

          	
            3.79

          

          	
            6.41

          

          	
            3.16

          

          	
            0.81

          

          	
            0.61

          

          	
            0.35

          

          	
            0.05

          

          	
            0.36

          

          	
            0.41

          

          	
            0.23

          
        


        
          	
            4

          

          	
            0.35

          

          	
            0.23

          

          	
            0.45

          

          	
            0.32

          

          	
            0.09

          

          	
            0.01

          

          	
            0.13

          

          	
            0.26

          

          	
            0.09

          

          	
            0.02

          

          	
            13.33

          

          	
            3.88

          

          	
            6.52

          

          	
            3.23

          

          	
            0.83

          

          	
            0.61

          

          	
            0.34

          

          	
            0.05

          

          	
            0.36

          

          	
            0.41

          

          	
            0.22

          
        


        
          	
            5

          

          	
            0.36

          

          	
            0.23

          

          	
            0.45

          

          	
            0.32

          

          	
            0.09

          

          	
            0.01

          

          	
            0.13

          

          	
            0.26

          

          	
            0.09

          

          	
            0.02

          

          	
            13.42

          

          	
            3.97

          

          	
            6.63

          

          	
            3.3

          

          	
            0.84

          

          	
            0.61

          

          	
            0.34

          

          	
            0.05

          

          	
            0.37

          

          	
            0.41

          

          	
            0.22

          
        


        
          	
            10

          

          	
            0.4

          

          	
            0.23

          

          	
            0.45

          

          	
            0.32

          

          	
            0.09

          

          	
            0.01

          

          	
            0.14

          

          	
            0.26

          

          	
            0.09

          

          	
            0.02

          

          	
            13.88

          

          	
            4.44

          

          	
            7.16

          

          	
            3.65

          

          	
            0.94

          

          	
            0.63

          

          	
            0.33

          

          	
            0.04

          

          	
            0.39

          

          	
            0.4

          

          	
            0.21

          
        


        
          	
            15

          

          	
            0.44

          

          	
            0.23

          

          	
            0.45

          

          	
            0.32

          

          	
            0.09

          

          	
            0.01

          

          	
            0.14

          

          	
            0.26

          

          	
            0.09

          

          	
            0.02

          

          	
            14.34

          

          	
            4.91

          

          	
            7.64

          

          	
            4

          

          	
            1.03

          

          	
            0.64

          

          	
            0.32

          

          	
            0.04

          

          	
            0.41

          

          	
            0.39

          

          	
            0.2

          
        


        
          	
            30

          

          	
            0.57

          

          	
            0.23

          

          	
            0.45

          

          	
            0.32

          

          	
            0.09

          

          	
            0.01

          

          	
            0.16

          

          	
            0.26

          

          	
            0.09

          

          	
            0.02

          

          	
            15.86

          

          	
            6.32

          

          	
            8.84

          

          	
            5.08

          

          	
            1.37

          

          	
            0.68

          

          	
            0.29

          

          	
            0.03

          

          	
            0.48

          

          	
            0.36

          

          	
            0.16

          
        


        
          	
            50

          

          	
            0.74

          

          	
            0.23

          

          	
            0.45

          

          	
            0.32

          

          	
            0.09

          

          	
            0.01

          

          	
            0.18

          

          	
            0.26

          

          	
            0.09

          

          	
            0.02

          

          	
            18.18

          

          	
            8.24

          

          	
            10.01

          

          	
            6.78

          

          	
            2.12

          

          	
            0.73

          

          	
            0.25

          

          	
            0.03

          

          	
            0.6

          

          	
            0.3

          

          	
            0.1

          
        


        
          	
            80

          

          	
            1.02

          

          	
            0.23

          

          	
            0.45

          

          	
            0.32

          

          	
            0.09

          

          	
            0.01

          

          	
            0.22

          

          	
            0.26

          

          	
            0.09

          

          	
            0.02

          

          	
            22.42

          

          	
            11.34

          

          	
            11.18

          

          	
            11.69

          

          	
            18.27

          

          	
            0.8

          

          	
            0.18

          

          	
            0.02

          

          	
            0.81

          

          	
            0.18

          

          	
            0.01

          
        


        
          	
            100

          

          	
            1.23

          

          	
            0.23

          

          	
            0.45

          

          	
            0.32

          

          	
            0.09

          

          	
            0.01

          

          	
            0.26

          

          	
            0.26

          

          	
            0.09

          

          	
            0.02

          

          	
            25.9

          

          	
            13.64

          

          	
            11.7

          

          	
            28.07

          

          	
            –2.42

          

          	
            0.85

          

          	
            0.14

          

          	
            0.01

          

          	
            0.99

          

          	
            0.07

          

          	
            –0.06

          
        


        
          	
            1,000

          

          	
            3,113.02

          

          	
            0.23

          

          	
            0.45

          

          	
            0.32

          

          	
            0.09

          

          	
            0.01

          

          	
            661.18

          

          	
            0.26

          

          	
            0.09

          

          	
            0.02

          

          	
            66,117.97

          

          	
            34,589.08

          

          	
            13.38

          

          	
            4.67

          

          	
            0.87

          

          	
            1.35

          

          	
            –0.33

          

          	
            –0.03

          

          	
            3,498.51

          

          	
            –2,416.81

          

          	
            –1,080.7

          
        

      
    


    In Table 1c, the differential between the saving rates of the top and middle income groups is also increased. This is a trend that has been apparent in Germany for some years as a result of a rise in corporate saving and it can also be detected in the SOEP household saving rates (Behringer et al. 2014). This phenomenon further exacerbates the rise in inequality. In period 50, the top households already account for 82 percent of all wealth (as opposed to 73 percent in Table 1b) and 71percent of all income (compared with 60 percent in Table 1b).


    
      
        
        
        
        
        
        
        
        
        
        
        
        
        
        
        
        
        
        
        
        
        
        
      

      
        
          	
            c) Divergence of saving rates

          
        


        
          	
            Period

          

          	
            alpha (=P/Y)


            

          

          	
            Share of L

          

          	
            r

          

          	
            g


            

          

          	
            Saving rates

          

          	
            s/g

          

          	
            beta (=W/Y)

          

          	
            Share of W

          

          	
            Share of Y

          
        


        
          	
            T

          

          	
            M

          

          	
            U

          

          	
            Total

          

          	
            T

          

          	
            M

          

          	
            U

          

          	
            Total

          

          	
            T

          

          	
            M

          

          	
            U

          

          	
            T

          

          	
            M

          

          	
            U

          

          	
            T

          

          	
            M

          

          	
            U

          
        


        
          	
            0

          

          	
            0.27

          

          	
            0.13

          

          	
            0.45

          

          	
            0.43

          

          	
            0.075

          

          	
            0.03

          

          	
            0.11

          

          	
            0.26

          

          	
            0.09

          

          	
            0.02

          

          	
            3.6

          

          	
            3.6

          

          	
            8.53

          

          	
            2.98

          

          	
            0.56

          

          	
            0.6

          

          	
            0.35

          

          	
            0.05

          

          	
            0.25

          

          	
            0.42

          

          	
            0.32

          
        


        
          	
            1

          

          	
            0.32

          

          	
            0.23

          

          	
            0.45

          

          	
            0.32

          

          	
            0.09

          

          	
            0.01

          

          	
            0.13

          

          	
            0.3

          

          	
            0.05

          

          	
            0.02

          

          	
            12.97

          

          	
            3.6

          

          	
            6.17

          

          	
            3.02

          

          	
            0.77

          

          	
            0.6

          

          	
            0.35

          

          	
            0.05

          

          	
            0.35

          

          	
            0.42

          

          	
            0.23

          
        


        
          	
            2

          

          	
            0.33

          

          	
            0.23

          

          	
            0.45

          

          	
            0.32

          

          	
            0.09

          

          	
            0.01

          

          	
            0.13

          

          	
            0.3

          

          	
            0.05

          

          	
            0.02

          

          	
            13.12

          

          	
            3.69

          

          	
            6.31

          

          	
            3.06

          

          	
            0.79

          

          	
            0.61

          

          	
            0.34

          

          	
            0.05

          

          	
            0.36

          

          	
            0.41

          

          	
            0.23

          
        


        
          	
            3

          

          	
            0.34

          

          	
            0.23

          

          	
            0.45

          

          	
            0.32

          

          	
            0.09

          

          	
            0.01

          

          	
            0.13

          

          	
            0.3

          

          	
            0.05

          

          	
            0.02

          

          	
            13.27

          

          	
            3.79

          

          	
            6.44

          

          	
            3.1

          

          	
            0.81

          

          	
            0.61

          

          	
            0.34

          

          	
            0.05

          

          	
            0.36

          

          	
            0.41

          

          	
            0.23

          
        


        
          	
            4

          

          	
            0.35

          

          	
            0.23

          

          	
            0.45

          

          	
            0.32

          

          	
            0.09

          

          	
            0.01

          

          	
            0.13

          

          	
            0.3

          

          	
            0.05

          

          	
            0.02

          

          	
            13.42

          

          	
            3.88

          

          	
            6.57

          

          	
            3.14

          

          	
            0.83

          

          	
            0.62

          

          	
            0.33

          

          	
            0.05

          

          	
            0.37

          

          	
            0.41

          

          	
            0.22

          
        


        
          	
            5

          

          	
            0.36

          

          	
            0.23

          

          	
            0.45

          

          	
            0.32

          

          	
            0.09

          

          	
            0.01

          

          	
            0.14

          

          	
            0.3

          

          	
            0.05

          

          	
            0.02

          

          	
            13.57

          

          	
            3.97

          

          	
            6.7

          

          	
            3.19

          

          	
            0.84

          

          	
            0.63

          

          	
            0.32

          

          	
            0.05

          

          	
            0.37

          

          	
            0.41

          

          	
            0.22

          
        


        
          	
            10

          

          	
            0.4

          

          	
            0.23

          

          	
            0.45

          

          	
            0.32

          

          	
            0.09

          

          	
            0.01

          

          	
            0.14

          

          	
            0.3

          

          	
            0.05

          

          	
            0.02

          

          	
            14.35

          

          	
            4.46

          

          	
            7.3

          

          	
            3.41

          

          	
            0.94

          

          	
            0.66

          

          	
            0.3

          

          	
            0.04

          

          	
            0.4

          

          	
            0.39

          

          	
            0.21

          
        


        
          	
            15

          

          	
            0.45

          

          	
            0.23

          

          	
            0.45

          

          	
            0.32

          

          	
            0.09

          

          	
            0.01

          

          	
            0.15

          

          	
            0.3

          

          	
            0.05

          

          	
            0.02

          

          	
            15.17

          

          	
            4.95

          

          	
            7.84

          

          	
            3.65

          

          	
            1.04

          

          	
            0.69

          

          	
            0.27

          

          	
            0.04

          

          	
            0.43

          

          	
            0.37

          

          	
            0.2

          
        


        
          	
            30

          

          	
            0.59

          

          	
            0.23

          

          	
            0.45

          

          	
            0.32

          

          	
            0.09

          

          	
            0.01

          

          	
            0.18

          

          	
            0.3

          

          	
            0.05

          

          	
            0.02

          

          	
            17.95

          

          	
            6.55

          

          	
            9.16

          

          	
            4.51

          

          	
            1.43

          

          	
            0.75

          

          	
            0.21

          

          	
            0.03

          

          	
            0.54

          

          	
            0.31

          

          	
            0.15

          
        


        
          	
            50

          

          	
            0.81

          

          	
            0.23

          

          	
            0.45

          

          	
            0.32

          

          	
            0.09

          

          	
            0.01

          

          	
            0.22

          

          	
            0.3

          

          	
            0.05

          

          	
            0.02

          

          	
            22.45

          

          	
            8.99

          

          	
            10.42

          

          	
            6.58

          

          	
            2.64

          

          	
            0.82

          

          	
            0.15

          

          	
            0.02

          

          	
            0.71

          

          	
            0.21

          

          	
            0.08

          
        


        
          	
            80

          

          	
            1.22

          

          	
            0.23

          

          	
            0.45

          

          	
            0.32

          

          	
            0.09

          

          	
            0.01

          

          	
            0.31

          

          	
            0.3

          

          	
            0.05

          

          	
            0.02

          

          	
            31.44

          

          	
            13.58

          

          	
            11.65

          

          	
            195.40

          

          	
            –2.9

          

          	
            0.9

          

          	
            0.09

          

          	
            0.01

          

          	
            1.05

          

          	
            0.01

          

          	
            –0.06

          
        


        
          	
            100

          

          	
            1.57

          

          	
            0.23

          

          	
            0.45

          

          	
            0.32

          

          	
            0.09

          

          	
            0.01

          

          	
            0.39

          

          	
            0.3

          

          	
            0.05

          

          	
            0.02

          

          	
            39.38

          

          	
            17.48

          

          	
            12.19

          

          	
            –5.02

          

          	
            –0.57

          

          	
            0.94

          

          	
            0.05

          

          	
            0.01

          

          	
            1.35

          

          	
            –0.18

          

          	
            –0.17

          
        


        
          	
            1,000

          

          	
            45,748.41

          

          	
            0.23

          

          	
            0.45

          

          	
            0.32

          

          	
            0.09

          

          	
            0.01

          

          	
            10,961.85

          

          	
            0.3

          

          	
            0.05

          

          	
            0.02

          

          	
            1096,184.78

          

          	
            508,315.68

          

          	
            13.91

          

          	
            2.32

          

          	
            0.77

          

          	
            1.14

          

          	
            –0.12

          

          	
            –0.02

          

          	
            41,750.08

          

          	
            –26,014.65

          

          	
            –15,734.43

          
        


        
          	
            L=Wage income, P=Profits, Y=National income, W=Wealth, T=Top income households, M=Middle income households, U=Lower income households, r=Return on capital, g=Growth rate of national income, s=Savings rate.

          
        

      
    


    Even although the results of these simulations should not be taken at face value, they suggest that the SOEP’s finding that there has been a sharp rise in income inequality over the past decade, but almost no change in wealth inequality is unlikely to remain valid over the longer term. By its very nature, wealth inequality is initially slow to react to changes in income distribution – not only is it starting at a much higher level, but it also takes time to accumulate wealth through savings. Nevertheless, in the long term both wealth inequality and income inequality can be expected to keep rising unless appropriate economic policy measures are taken to counter them.


    The r-g relation and macroeconomic instability


    The least convincing part of ‘Capital’ is Chapter 6, in which Piketty places his two ‘fundamental laws of capitalism’ within the context of neoclassical marginal productivity theory. According to the neoclassical production function, the equilibrium rate of return on capital, r, is derived from the marginal product of capital. The question then is whether a rise in the capital-to-income ratio, β, will induce a decrease in r sufficient to prevent an increase in α = rβ. This will be so if the elasticity of substitution between capital and labour is smaller than one. In this case, the inequality dynamics illustrated in the numerical examples of the previous section do not materialise.


    There are several problems with this approach. As is well known, the concept of the aggregate production function is problematic due to the fact that the value of capital is not a real concept but a monetary one, and thus cannot be used to derive a technologically determined rate of return on capital (Harcourt 1972; Felipe and McCombie 2013). This is all the more true as Piketty (2014, 46) defines capital as “all nonhuman assets that can be owned and exchanged on some market”, i.e. including residential housing and financial wealth, which are not directly used for production and for which the meaning of the elasticity of substitution is even less obvious. However, in many countries the rise of β in recent decades documented in ‘Capital’ was primarily due to what Piketty refers to as ‘housing’, while the ratio of ‘other domestic capital’ to national income remained essentially stable (see Piketty 2014, Part Two).


    A somewhat more straightforward analysis of the r-g relationship can be based on elementary national accounting identities. Such an analysis also shows that a large discrepancy between r and g can give rise to important instabilities in the profit generation process, i.e. on the demand side of the economy.


    The expenditure side of the gross domestic product (GDP) is defined as


    (3)
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    where CL is consumption from wages, CP is consumption from capital income, I is private investment, G is government final demand, and (X – M) is net exports. The national income can be written as


    (4)
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    where Lnet, Πnet and T are after-tax wages, after-tax profits and government tax income, respectively. If, for simplicity, we abstract from international income flows (i.e. net exports = current account), total output (equation 3) and national income (equation 4) are equivalent so that:


    (5)
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    Now, if productive capital grows at the same rate as income, equation (5) can be written as:


    (6)

    [image: 9192.png]


    Equation (6) is the starting point of post-Keynesian models of distribution and growth. It also points to the macroeconomic conditions necessary to allow the rate of profit (r = Πnet/K) to increase relative to the growth rate (g = I/K). This requires either a rise in consumption from capital income (CP), or a reduction of saving from wage income (SL = Lnet – CL), or a rise in the government deficit (G – T), or a rise in net exports (X – M) (all relative to the capital stock).


    However, especially in cases where macroeconomic profits derive from either the (debt-financed) consumption of low-income worker households or a large export surplus (implying rising indebtedness for international trading partners), a rising r-g-differential can be indicative of increased macroeconomic instability. Prior to the global financial crisis, both the debt-led and the export-led models could be observed in different countries, combining to produce the so-called global current account imbalances.


    In the case of the United States, as shown by Saez and Zucman (2014), it was the bottom 99 percent of the wealth distribution who strongly reduced their saving rates starting in the early 1980s, whereas the saving rate of the top 1 percent remained roughly stable. Meanwhile, the rise in the debt-to-net worth and the debt-to-income ratios took place within the bottom 95percent of the distribution, and not at all at the top (Kumhof and Rancière 2010; Cynamon and Fazzari 2013). A theoretical explanation of these powerful macroeconomic trends, which sustained domestic demand in the United States despite the weak income growth for the vast majority of the population, is provided by models of ‘expenditure cascades’ (Frank 2005; Frank et al. 2010) or ‘trickle-down consumption’ (Betrand and Morse 2012). Rajan (2010, 9) focuses on the credit supply and argues that “easy credit has been used as a palliative throughout history by governments that are unable to address the deeper anxieties of the middle class directly”. For Piketty (2014, 297), “there is absolutely no doubt that the increase in inequality in the United States contributed to the Nation’s financial in-­s­tability”.


    In the case of Germany, the rise in retained corporate profits has restrained domestic demand to the extent that the investment spending of firms has not increased proportionally to the rise in retained profits. The financial balance of the German corporate sector has been persistently positive since 2002. Because both the private household sector and the public sector have also been in or near financial surplus in recent years, the current account surplus of the German economy has become structural. This is also the reason why it was possible to sustain high macroeconomic profits, despite an anaemic domestic economy and the absence of a US-style ‘debt culture’.


    At the international level, there is growing evidence that changes in income distribution were an important structural cause for the rise in household debt and current account imbalances and, ultimately, for the global financial and economic crisis starting in 2007 (see Kumhof et al. 2012; Behringer and van Treeck 2013; van Treeck and Sturn 2012, for a survey). This macroeconomic dimension is neglected in Piketty’s model where, as in the simple simulations in the fourth section above, r and g are taken to be independent variables.


    Income and wealth inequality and secular stagnation


    One important reason for r > g implying indefinitely rising wealth and income inequality is that the saving rates of high income groups significantly exceeds the saving rates of lower income groups. However, as we have seen in the examples of the United States and Germany, the discrepancy between top-end and average saving rates has strongly increased in both countries, albeit in rather different ways: In the United States, lower income groups have lowered their saving rates, presumably in an attempt to keep up with the spending patterns of the rich. In Germany, rich households have increased their saving rates through corporate retained earnings. This means that, even independently of the precise relationship between r and g, the increased gap between saving rates implies a tendency for the inequality of income and wealth to rise further.


    While new evidence documents the substantial rise in wealth inequality in recent decades for the United States (Saez and Zucman 2014), reliable data do not exist for Germany. But given the observed shifts in income distribution and saving behaviour, it is almost certain that wealth inequality has already increased and will further increase in the future unless countered by political measures.


    There is also evidence that inequality was an important cause of the global financial crisis, which has materialised in some countries (e.g. United States) in the form of over-indebted households and in others (e.g. Germany) in the form of excessive current account surpluses, which are linked to the over-indebtedness of trading partners. Clearly, this inequality-induced ‘debt overhang’ directly adds to the now much-debated risk of ‘secular stagnation’.


    A key concern for the future is how consumption demand, which accounts for 60 to 70 percent of GDP, can recover in a sustainable way given current levels of inequality and household debt. Generally speaking, it would seem that a much more equitable distribution of income and wealth will be necessary to overcome the unsustainable debt- and export-led models seen before the crisis. From an aggregate demand perspective, it is far from obvious whether or how a large r-g differential (high profit rates at low growth rates and high levels of inequality) could be consistent with macroeconomic stability.
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    Capital in the 21st Century and Bias in German Print Media


    Christoph Schinke1


    Capital in the 21st Century has received a huge amount of media coverage and sparked a heated debate on wealth and income distribution. When the French edition was first released in August 2013, it was discussed, if at all, exclusively in the book review sections of German newspapers. However, the English version, published in March 2014, attracted a great deal of attention. The book received another wave of media coverage when the German translation was released in October 2014. According to the Frankfurter Allge­meine Zeitung, Piketty was the sixth most cited economist in the German media between August 2013 and July 2014, garnering 79 citations in the most important media channels.2 Figure 1 shows search interest for the term ‘Thomas Piketty’ in the web search engine Google since the publication of Capital in the 21st Century in its first French edition. Interest on the part of German Internet users was negligible before April 2014, and then suddenly peaked in early May 2014. A second, smaller spike of interest followed when the German translation was pub­lished.


    
    Figure 1
[image: 9076.png]


    The book makes three main contributions. First and foremost, it presents the results of 15 years of work gathering historical data on variables related to income and wealth inequality over centuries. Secondly, it offers a theory on the driving forces behind the observed evolutions. Using a moderate number of equations (most notably α = r *β, relating the capital share of income to the interest rate and the capital income ratio, and β = s/g, relating the capital income ratio to the savings rate and economic growth), Piketty explains the macroeconomic dynamics of income and wealth in a way that even non-economists can understand. He stresses the role of educational, fiscal, monetary and other institutions; and he explains how the inequality r > g between the return to capital r and the economic growth rate g matters for wealth inequality dynamics. This inequality is observable in the data for the last two millennia (Figure 10.9 in his book), except for a period after 1913 when the return to capital after tax and capital losses was lower than the economic growth rate (see also Figure 10.11 in his book). Thirdly, Piketty makes policy proposals, which chiefly consist of introducing a global tax on capital to restrain wealth concentration. He also proposes an exceptional, progressive tax on private wealth to reduce public debt in the euro area.


    The patterns uncovered by Piketty – sometimes used as evidence for the ‘Matthew effect’ (from the Gospel of Matthew 25:29, “For unto every one that hath shall be given, and he shall have in abundance”) – are uncomfortable for the wealthy. If policymakers take the analysis seriously, those with large fortunes may face higher tax burdens in the future. Indeed, even although the greatest part of the book is devoted to data and facts, it is Piketty’s policy proposals that gave rise to such a furor among his readers. In short, Piketty’s suggestion of higher taxes for the rich was applauded by the left and put the right into a defensive position.


    Piketty’s promotional tour of the United States in April 2014 was a decisive point in the book’s career, particularly the author’s meetings with the White House Council of Economic Advisors, Treasury Secretary Jacob Lew, and Nobel Prize laureates Joseph Stiglitz and Paul Krugman. People began to notice how much impact Piketty’s analysis was having – especially compared to any other popular book written by an economist – and the debate over its contents gained momentum. Many economists have reacted to Piketty’s data and theory in some way as a result.3


    This article describes media reactions to the book, especially those of newspapers. Newspapers may have played a decisive role in how the public received and perceived Capital in the 21st Century. Newspapers condensed the information contained in the book and provided their readers with what they considered to be the most important facts. Newspapers also collected comments by other economists or politicians, and either recommended the book to their readers or discouraged them from reading it. For various reasons, newspapers may have had incentives to provide biased coverage of the book to their readers.


    Media bias


    There is a large body of literature on media bias (for a recent overview – see Prat and Strömberg 2013). The media are key players in collective decision-making, and can strengthen democracy by fostering public debate. However, the media may be captured by interest groups and provide biased information to readers. Prat and Strömberg (2013) distinguish between four types of partisan bias: the issues that are covered (issue bias), the aspects of given issues that are included or excluded (fact bias), the way facts are presented (framing bias), and the way facts or issues are commented on (ideological stand bias).


    Higher wealth or income inequality is conducive to media capture by the rich (Corneo 2006; Petrova 2008). Against this background, Piketty’s finding of increasing income and wealth inequality at the top of the distribution in some countries becomes particularly worrisome. Mullainathan and Shleifer (2005) take a more benign view of media bias. They suggest that media bias may very well be due to readers having divergent beliefs on politically divisive issues. Readers prefer to consume news from media channels with an ideological position close to their own (Chan and Suen 2008; Gentzkow and Shapiro 2010). When information is costly, biased beliefs can be self-perpetuating (Suen 2004). Mullainathan and Shleifer (2005) show that when competition among newspapers increases, the media take more extreme positions. However, a reader with access to different channels could obtain an unbiased perspective by combining individual views from several sources.


    Empirical research shows that US newspapers provide more coverage of scandals involving politicians from the opposite political party than they do of scandals involving politicians from their own party (Puglisi and Snyder 2011). Whether a newspaper has a Democrat or Republican leaning can be measured by its propensity to endorse election candidates on the editorial pages. Newspapers are also agenda-setters: compared to Republican-leaning newspapers, Democrat-leaning US newspapers give more coverage to high unemployment when the incumbent president is a Republican than when the president is a Democrat (Larcinese et al. 2011).4 Garz (2014) shows that there is issue-related bias in German media reporting: an unemployment rate increase of a certain amount induces more reports on employment than when the rate decreases by the same amount.


    This paper uses the debate that revolved around Piketty’s book to describe the ideological stance of the German newspapers with the highest circulation. It also investigates which kind of bias – based on the Prat and Strömberg (2013) typology – prevails in reporting.


    Individual newspaper reactions to Capital in the 21st Century


    The first review of Capital in the 21st Century, by the conservative Frankfurter Allgemeine Zeitung (FAZ) (13 January 2014), provided a fairly neutral and objective description of the book. It went on to say that the book makes readers think about the situation whereby people live off their wealth, and describes the proposed global capital tax as unrealistic (which Piketty himself fully concedes). This review was published at a time when public awareness of the book was low. Following Piketty’s promotional tour in the United States, the newspaper mainly published criticisms of the book, providing strong evidence of fact bias. Example headlines include: ‘The Longer the Excitement about Piketty Lasts, the More Criticism the Book Receives’ (FAZ, 10 May 2014), ‘Harsh Criticism of Theories by the ‘New Marx’’ (FAZ, 15May 2014), and ‘Strong Reproaches Against the New Star Economist’ (FAZ, 24 May 2014). A long interview in which Piketty responded to some of his critics was not printed, but only put on the newspaper’s weblog site (‘Thomas Piketty about His Admiration for Capitalism’, interview of 22 May 2014).


    Die Welt, also regarded as a conservative newspaper, first praised the book for its “historical depth and an unprecedented richness of facts” (23 April 2014). Later, however, the newspaper emphasised Piketty’s ‘strong accent’, his ‘tiny office’, and his presumably flawed data (11 October 2014).


    The Handelsblatt, a newspaper chiefly read in the business world, published an interview with Piketty alongside an article entitled ‘Criticism of the ‘New Marx’ Increases’ (21 May 2014). The article (which contains an erroneous summary of Piketty’s r > g theory whereby the rate of return to capital in the long run increases more than the economy) is an example of framing bias.


    The book was received more positively by the Süddeutsche Zeitung, which is regarded as a center-left-wing or liberal newspaper. The book is described as an “easy read compared to other books on economics” that “draws on a great pool of philosophical and literary knowledge” (22 April 2014). The book review continues by saying that Piketty is “no rebel”, but also claims that he is “behaving like a typical utopian socialist in the 19th century” and mentions the author’s support for Ségolène Royal in 2007. Another essay on the book concludes: “despite all objections, Capital in the 21st Century is a fascinating book. It gathers material on the issue of inequality to an unprecedented extent. Its political conclusions, however, […] would constrain the dynamics of the economy and society, and thus exacerbate the problem that is to be solved” (17 May 2014). This article constitutes a fairly balanced review of the book.


    The Frankfurter Rundschau, which is widely regarded as social democratic or leftwing, reported positively on the book. Its review praises the book’s “impressive empirical data” and states that the book’s “resounding success acts as a mind opener”. The reviewer barely mentions the criticism received by Piketty’s theory and policy proposals, only briefly stating that “many conservatives in the USA and France find flies in the ointment” (9 May 2014). The review, which fails to critically examine the theories and policy proposals, is also biased.


    The center-left-wing weekly magazine Der Spiegel published a ten-page cover story on Piketty’s data and theories (5 May 2014), including a long interview with the author. Another center-left weekly, Die Zeit, published a long article on “the truth about the poor and the rich”, rewarding Piketty’s ideas and conclusions at exactly the same time as his data were being challenged by the Financial Times (28 May 2014; see below). Meanwhile, the market-oriented weekly magazine Wirtschaftswoche rather surprisingly complained that there is “no global, no historical perspective” in the book (5 May 2014).


    Some reviews made by conservative or market-oriented print media dismissed Piketty’s data and ideas by pointing to his nationality and his ties to the Socialist Party, and again failed to bring any objectivity to the debate. In the weekly Manager Magazin (7 November 2014), Daniel Stelter, a consultant, claims that Piketty advised President Francois Hollande on new hikes in top income tax rates in France, which is at odds with Piketty’s interview statements that he never supported the 75 percent tax rate in France (Welt am Sonntag, 12May 2014). Many other critics accuse Piketty of anti-capitalism, communism, or Marxism. The accusations derive from the (deliberate) reference that the book’s title makes to Karl Marx’s magnum opus Capital: Critique of Political Economy. That these accusations are baseless is easily proven by simply opening Capital in the 21st Century to page 31, where Piketty writes: “I […] never felt the slightest affection or nostalgia for [Communist] regimes or for the Soviet Union. I was vaccinated for life against the conventional but lazy rhetoric of anticapitalism, some of which simply ignored the historic failure of Com­munism […]. I have no interest in denouncing inequality or capitalism per se […].”


    A case that had major repercussions in the public debate was when the Financial Times (FT), a market-oriented newspaper, attacked Piketty’s data and conclusions in a May 2014 headline story. Chris Giles, economics editor of the FT, claimed that “the data […] contain a series of errors that skew his findings”, drawing parallels to the Carmen Reinhart and Kenneth Rogoff case in 2013 (23 May 2014).5 Piketty replied that the newspaper touched upon ‘minor points’ that “do not affect the long run evolutions and my overall analysis.” On 28 May 2014, he posted online a detailed, 10-page reply to the criticism.6 The FT was criticised for the way it conducted its attack on Piketty’s findings. Forbes Magazine, for instance, wrote on 27 May 2014 that: “the Financial Times is blowing Piketty’s data issues out of proportion”. On May 30, 2014, Giles conceded that “there are a few things on which we agree” and that “this is a fascinating and important debate”. In November 2014, the FT chose Capital in the 21st Century as Business Book of the Year, with FT editor Lionel Barber recognising ‘the quality of the scholarship’ found in this ‘challenging, but ultimately important book’ (11 November 2014). However, some media continued to report on the criticism voiced by the Financial Times, but did not mention that the criticism has itself been criticised and mostly refuted (e.g. Frankfurter Allgemeine Zeitung, 27 September 2014; Die Welt, 11 October 2014) – another example of fact bias.


    The IGM Economic Experts Panel at the University of Chicago Booth School of Business asked 43 economists, of which 36 responded, whether they agreed or not with the statement that: “the most powerful force pushing towards greater wealth inequality in the US since the 1970s is the gap between the after-tax return on capital and the economic growth rate”.7 Only one economist agreed; 27 disagreed – even Piketty’s co-author Em­manuel Saez.8 It is obvious that the reason why economists disagreed was that the question was very specific: “the most powerful force […] in the US since the 1970s [….]”. However, the survey result was presented to readers as indicating widespread disagreement with Piketty’s (much more general) r > g theory on the part of economists, as, for instance, in the German-language, market-oriented Swiss Handelszeitung (19 October 2014).


    The above are just a few examples; there are many more that reveal that German newspapers with conservative or market-oriented reputations reacted much more negatively to Piketty’s analysis and propositions than liberal or left-wing newspapers. There is evidence of fact bias and framing bias. Issue bias was less prevalent, as all major newspapers or magazines reported on the book, at the very latest when the English version appeared in April 2014.


    Conclusion


    The media’s reception of Piketty’s book was divided: conservative and market-oriented newspapers were critical; liberal and left-wing newspapers praised it, sometimes lacking objectivity. Public interest in the book gained momentum after Piketty toured the United States in April 2014, attracting enormous attention from US politicians, economists, and media. And as soon as politics became involved, the debate polarised. Anecdotal evidence suggests that there is fact bias in German media reports on Piketty’s book. This paper lists some of the facts that right-wing media channels emphasized and used to weaken the political impact of Capital in the 21st Century. Ideological bias dominated the public debate to a large extent. Reviews, essays, and comments often revealed more information about the attitudes of the individual journalist or guest author and the publishing newspaper than they did about the book. Piketty (together with his co-authors) made a major contribution to economic science by gathering new historical data on inequality and providing explanations. However, if people relied on only one or several very similar news sources, ideological bias made it difficult for readers to acknowledge this contribution.
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    Endnotes


    
      
        1 ifo Institute. In 2012, the author wrote his master’s thesis on inheritance flows in Germany under the supervision of Thomas Piketty – see http://piketty.pse.ens.fr/files/Schinke2012.pdf.

      


      
        2 For details, see http://www.faz.net/aktuell/wirtschaft/wirtschaftswissen/f-a-z-oekonomenranking-die-methoden-13133353.html.

      


      
        3 German economists who wrote full papers criticising Capital in the 21st Century include Stefan Homburg (2014) and Karl-Heinz Paqué (2014).

      


      
        4 For the effect of voter political polarisation and media bias on electoral outcomes, see Bernhardt et al. (2008).

      


      
        5 See http://www.ft.com/intl/cms/s/2/e1f343ca-e281-11e3-89fd-00144feabdc0.html#axzz3Is9A0COH.

      


      
        6 See http://piketty.pse.ens.fr/files/capital21c/en/Piketty2014TechnicalAppendixResponsetoFT.pdf.

      


      
        7 See http://www.igmchicago.org/igm-economic-experts-panel/poll-results?SurveyID=SV_5v7Rxbk8Z3k3F2t.

      


      
        8 A recent contribution to a symposium in the Journal of Economic Perspectives (Piketty 2015) clarifies that Piketty himself would tend to disagree with the statement.
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    A Historical Approach to Property, Inequality and Debt: Reflections on Capital in the 21st Century


    Thomas Piketty1


    In my book Capital in the 21st Century, I attempt to develop a historical approach to property, inequality and debt. Thanks to the cumulative efforts of several dozen scholars, we have been able to compile a relatively large historical database on the structure of national income and national wealth as well as the evolution of income and wealth distributions, covering three centuries and over 20 countries. Our efforts effectively represent an extension, on a larger scale, of the pioneering historical data collection work of Simon Kuznets and Tony Atkinson (see Kuznets 1953; Atkinson and Harrison 1978). My first objective in this book is to present this body of historical evidence, and to try to analyse the many economic, social and political processes that may account for the various evolutions seen in different countries since the Industrial Revolution (see Piketty and Saez 2014, for a brief summary of some of the main historical facts). I stress from the beginning that we have too little historical data at our disposal to be able to draw definitive judgments. On the other hand, we do have access to substantially more evidence than we used to. Imperfect as it is, I hope this work can contribute to putting the study of distribution and a longer-term perspective back at the center of economic thinking.


    In this article, I will clarify a number of implications of my findings, and attempt to respond to some of the very interesting comments made by Clemens Fuest, Andreas Peichl, Debraj Ray, Ton van Schaik, Chris­toph Schinke, Till van Treeck, and Daniel Walden­ström about my book. I am particularly grateful to Schinke and van Treeck for informing me of some of the debates over my book in Germany. Sadly, my understanding of the German language is not good enough to allow me to follow these discussions more closely, which is unfortunate, given the importance of the German public debate for our common future in the European Union, and particularly in the Eurozone.


    This article begins by clarifying the role played by r>g in my analysis of wealth inequality. This is followed by a discussion of some of the implications for optimal taxation of inheritance, property and wealth. Finally, I analyse the relation between capital-income ratios and capital shares, and stress the need for a multidimensional approach to capital assets, which I try to develop in my book. In conclusion I present some of the lessons that can be drawn from the history of public debt, and which, in my view, can fruitfully inform the current debate over the Eurozone public debt crisis.


    Inequality of wealth vs inequality of labour income


    One central reason why my book is relatively long is because the history of the distribution of income and wealth is complicated. The dynamics of inequality involve many different economic, social, political and cultural processes, several of which are often operating at the same time within a given country. In my analysis, the size of the gap between r and g, where r is the rate of return on capital and g the economy’s growth rate, is one of the important forces that can account for the historical magnitude and variations in wealth inequality. In particular, I have come to the conclusion that the existence of a large gap between r and g may help to explain why wealth inequality was so extreme and persistent in almost every society up until World War I (see Capital in the 21st Century, Chapter 10).


    That said, the way in which I perceive the relationship between r > g and inequality is often not well captured in the discussion that has surrounded my book. For example, I do not view r > g as the only, or even the primary tool, for considering changes in income and wealth in the 20th century, or for forecasting the path of inequality in the 21st century. Institutional changes and political shocks – which to a large extent can be viewed as endogenous to the inequality and development process itself – played a major role in the past, and will probably continue to do so in the future.


    Indeed, the main conclusion of my analytical historical narrative is stated in the introduction of the book (p. 20), that: “one should be wary of any economic determinism regarding inequalities of wealth and income […] The history of the distribution of wealth has always been deeply political, and it cannot be reduced to purely economic mechanisms. [….] It is shaped by the way economic, social, and political actors view what is equitable and what is not, as well as by the relative power of those actors and the collective choices that result. It is the joint product of all relevant actors combined. [… ] How this history plays out depends on how societies view inequalities and what kinds of policies and institutions they adopt to measure and transform them”. As I wrote in a follow-up essay with a co-author: “in a sense, both Marx and Kuznets were wrong. There are powerful forces pushing alternatively in the direction of rising or shrinking inequality. Which one dominates depends on the institutions and policies that societies choose to adopt” (Piketty and Saez 2014, 842–843).


    More specifically, I certainly do not believe that r > g is a useful tool for discussing rising inequality in labour income: other mechanisms and policies are much more relevant here, e.g. supply and demand of skills and education. For instance, I point out in my book (particularly in Chapters 8 and 9) that the rise in top income shares in the United States over the 1980–2010 period is mostly due part to rising inequality in labour earnings, which can be explained, in turn, by a mixture of three groups of factors: firstly, rising inequality in access to skills and to higher education over this time period in the United States, an evolution which might have been exacerbated by rising tuition fees and insufficient public investment; secondly, exploding top managerial compensation, itself probably stimulated by changing incentives and norms, and by large cuts in top tax rates (see also Chapter 14; Piketty, Saez and Stantcheva 2014); thirdly, changing labour market rules and bargaining power, particularly due to declining unions and a falling minimum wage in the United States (see Chapter 9, Figure 9.1). In any case, whatever the relative weight one chooses to attribute to each factor, it is obvious that this rise in labour income inequality in recent decades has little to do with r – g gap.


    r > g and the amplification of wealth inequality


    I would like to clarify the exact role played by r > g in my analysis of the long-run level of wealth inequality. Specifically, the model that I have in mind is one where a higher r – g gap will tend to greatly amplify the steady-state inequality of a wealth distribution that arises out of a given mixture of shocks (including labour income shocks).


    Let me first say very clearly that r > g is certainly not a problem in itself. Indeed, the inequality r > g holds true in the steady-state equilibrium of most common economic models, including representative-agent models where each individual owns an equal share of the capital stock. For instance, in the standard dynastic model where each individual behaves as an infinitely lived family, the steady-state rate of return is well known to be given by the modified ‘golden rule’ r=θ+ γ g (where θ is the rate of time preference and γis the curvature of the utility function). For example, if θ = 3 percent, γ = 2, and g = 1 percent, then r = 5percent. In this framework, the inequality r > g always holds true, and does not have any implication with regard to wealth inequality.2


    In a representative-agent framework, what r > g means is simply that in steady-state each family only needs to reinvest a fraction g/r of its capital income in order to ensure that its capital stock will grow at the same rate g as the size of the economy, and the family can then consume a fraction 1-g/r. For example, if r = 5 percent and g = 1 percent, then each family will reinvest 20percent of its capital income and can consume 80percent. This tells us nothing at all about inequality: this is simply saying that capital ownership facilitates higher consumption levels – which is really the very least one can expect of capital ownership.


    Indeed, as is rightly pointed out by Ray in his paper, r> g corresponds to a standard ‘dynamic efficiency’ condition in standard economic models. In contrast, the inequality r < g would correspond to a situation that economists often refer to as ‘dynamic inefficiency’: in effect, one would need to invest more than the return on capital in order to ensure that one’s capital stock keeps rising as fast as the size of the economy. This would correspond to a situation of excessive capital accumulation from a social and economic efficiency standpoint.3


    So what is the relationship between r – g and wealth inequality? To answer this question, one needs to introduce extra ingredients into the basic model, so that inequality arises in the first place.4 In the real world, many shocks to the wealth trajectories of families can contribute to making wealth distribution highly un­equal (indeed, in every country and time period for which we have data, wealth distribution within each age group is substantially more unequal than income distribution, which is difficult to explain with standard life-cycle models of wealth accumulation). There are demographic shocks: some families have many children and have to split inheritances in many pieces, some have few; some parents die late, some die soon, and so on. There are also shocks to rates of return: some families make good investments, others go bankrupt. There are shocks to labor market outcomes: some earn high wages, others do not. There are differences in taste parameters that affect the level of saving: some families consume more than a fraction 1-g/r of their capital income, and may even consume the full capital value; others may reinvest more than a fraction g/r and have a strong taste for leaving bequests and perpetuating large fortunes.


    A central property of this large class of models is that, for a given structure of shocks, the long-run magnitude of wealth inequality will tend to be magnified if the gap r – g is higher. In other words, wealth inequality will converge towards a finite level. The shocks will ensure that there is always some degree of downward and upward wealth mobility, so that wealth inequality remains bounded in the long run. But this finite inequality level will be a steeply rising function of the gap r – g. Intuitively, a higher gap between r and g works as an amplifier mechanism for wealth inequality, for a given variance of other shocks. In other words: a higher gap between r and g facilitates a sustained level of wealth inequality that is higher and more persistent over time (i.e. a higher gap r – g leads both to higher inequality ad lower mobility). Technically, it can be shown that if shocks take a multiplicative form, then the inequality of wealth converges toward a distribution that has a Pareto shape for top wealth holders (which is approximately the form observed in real world distributions, and which corresponds to relatively fat upper tails and large concentration of wealth at the very top), and that the inverted Pareto coefficient (an indicator of top-end inequality) is a steeply rising function of the gap r – g. The logic behind this well-known theoretical result (which was established by many authors using various structure of demographic and economic shocks; see in particular Stiglitz 1969) and this ‘inequality amplification’ impact of r–g is presented in Chapter 10 of my book.5


    The important point is that in this class of models, relatively small changes in r – g can generate large changes in steady-state wealth inequality. Simple simulations of the model with binomial taste shocks, for instance, show that going from r – g = 2 percent to r – g = 3 percent is sufficient to move the inverted Pareto coefficient from b = 2.28 to b = 3.25. Taken literally, this corresponds to a shift from an economy with moderate wealth inequality – with a top 1 percent wealth share of around 20–30 percent, for instance, like present-day Europe or the United States – to an economy with very high wealth inequality with a top 1percent wealth share of around 50–60 percent, like pre-World War 1 Europe.6


    The micro-level evidence available on wealth dynamics confirms that the high gap between r and g is one of the central reasons why wealth concentration was so high during the 18th–19th centuries and up until World War 1 (see Chapter 10; and also Piketty, Postel-Vinay and Rosenthal 2006 and 2014). During the 20thcentury, a very unusual combination of events transformed the relation between r and g (large capital shocks during the 1914–1945 period, including destruction, nationalization, inflation; high growth during the reconstruction period and demographic transition). In the future, several forces may widen the r – g gap (particularly the slowdown in population growth, and rising global competition to attract capital) and higher wealth inequality. But ultimately which forces will prevail is relatively uncertain. In particular, this depends on the institutions and policies that will be adopted.


    What can we learn from cross-country regressions on inequality and r – g ?


    Let me now ask the following question: what can we learn from cross-country regressions between wealth inequality and r – g ? Let me first stress again that r – g is one of many different economic, social and political mechanisms that plays an important role in inequality dynamics. Therefore, it is important to control for these other factors if one wants to be able to isolate the impact of r – g.


    From that viewpoint, the cross-country regressions presented in their paper by Fuest, Peichl and Waldenström (who find that a higher r – g gap seems to lead to higher wealth inequality) strike me as more sophisticated and potentially more convincing that the cross-country regressions that were recently presented by Acemoglu and Robinson. There are several reasons for this: Fuest-Peichl-Waldentrom explicitely use wealth inequality measures, they control for income inequality and other factors, and they introduce substantial time lags.


    In particular, one central factor which makes the Acemoglu-Robinson regressions particularly unconvincing is that they regress income inequality (rather than wealth inequality) on r – g. This is most problematic, since income inequality is primarily determined by the inequality of labour income (which typically represents between two thirds and three quarters of total income), which as I noted above has nothing to do with r – g, and is determined by completely different factors (supply and demand for skills, educational institutions, labour market rules, corporate governance, etc.). It makes more sense to run such a regression with wealth inequality (controlling for labour income inequality), which is what Fuest-Peichl-Walden­ström attempt to do. In addition, the process of intergenerational accumulation and the distribution of wealth is a very long-run process, so looking at cross-sectional regressions between income inequality and r– g (which is what Acemoglu and Robinson do, i.e. they regress income inequality at a given time t on the r – g gap at this same time t) is not very meaningful. Using 15-year time lags – the method used by Fuest-Peichl-Waldenström – looks potentially more promising. The fact that they find statistically significant effects going in the right direction (according to the theoretical model) also seems promising.


    I should stress, however, that I am not sure whether there is a lot to learn at this stage from running explicit cross-country regressions between wealth inequality and r – g. In particular, it may well be necessary to introduce time lags over much longer time periods: the processes of wealth accumulation and transmission typically spans several generations, so it would perhaps be better to use the average r – g observed during the 30 or 50 years. The broad correlations between r – g and wealth inequality certainly seem to run in the right direction, both from a long run (18th–19th vs 20th centuries) and international (Europe vs United States) perspective. One problem with going beyond this observation is that there are relatively few countries with homogenous long-run series on wealth inequality, which makes it very difficult to run regressions. We are in the process of extending the ‘World Top Incomes Database’ (WTID) to a more ambitious ‘World Wealth and Income Database’ (W2ID) including a wealth distribution series for more countries, so this difficulty may be overcome in the future.7 But given the data limitations and the time lag specification problems that we currently face, I feel somewhat sceptical about running cross-country regressions.


    In my view, a more promising approach – to this issue as well as many others – is a mixture of careful case studies and structural calibrations of theoretical models. Although we do not have many historical series on wealth inequality, they show a consistent pattern. Namely, we observe extremely high concentration of wealth in almost every European society in the 18th and 19th centuries, up until World War I. In particular, in France, Britain and Sweden, the top 10 percent wealth share accounted for about 90 percent of total wealth (including the top 1 percent wealth share around 60–70 percent) in the 19th century and at the very beginning of the 20th century. If anything, wealth inequality seems to have risen somewhat during the 19th century and up until World War I – or perhaps to have stabilised at very high levels in around 1890–1910. Thus, despite major changes in the nature of wealth during the 19th century – agricultural land as a form of wealth is largely replaced by real estate, business assets and foreign investment – wealth inequality was as extreme in the modern industrial society of 1914 as it had been under France’s ancien regime in 1789. The most convincing explanation for the very high wealth concentration in these pre-World War I European societies seems to be the very large r – g gap – that is, the gap between rates of return and growth rates during the 18th and 19th centuries. There was very little taxation or inflation up until 1914, so the gap (1-t)r – g was particularly high in pre-World War 1 societies, which in dynamic models of wealth accumulation with random shocks leads to very large wealth concentration. In contrast, following the large capital shocks of the 1914–1945 period – a time of physical destruction, periods of high inflation and taxation, and nationalizations – the after-tax, after-capital-losses rate of return fell precipitously below growth rates after World War I (see Chapter 10; Figure 10.9 compares the pre-tax pure rate of return with growth rate g, while Figures 10.10-10.11 show a post-tax, post-capital-losses rate of return).


    I have already argued above that this interpretation of the evidence is further confirmed by the detailed individual-level data collected in French inheritance archives since the time of the French revolution (Piketty, Postel-Vinay and Rosenthal 2006 and 2014). In particular, we find in this research that the age-wealth profiles rise increasingly steeply at high ages in the 19th century and early 20th century (individuals aged 70 to 79 years old are, on average, a lot wealthier than individuals aged 60 to 69, those aged 80 to 89 are a lot wealthier than those aged 70 to 79, and so on), and that this can be well accounted for by a capitalisation effect and a high gap between (1-t)r and g. Indeed, it is very difficult to account for the observed dynamics of the age-wealth profile with a different mechanism (since there is limited labour income at high ages). This age-wealth pattern suddenly breaks down following the 1914–1945 capital shocks. The fact that wealth concentration in the United States was significantly lower than in Europe during the 19th century and up until World War I is also consistent with this model: growth rates were higher in the US economy, which was particularly due to higher population growth, thereby limiting the dynamic cumulative effects of the inequality amplification channel. There had also been less time for dynastic wealth concentration to arise in the US economy by the 19th century. This evidence is further reviewed in Chapters 10–11 of my book.


    Data collection will continue, and new data will certainly allow for better empirical tests of structural models of wealth accumulation and distribution in the future. At this stage, however, the best evidence available suggests that r > g is an important part of the explanation for the very high and persistent level of wealth concentration observed in most societies in the 18th-19th centuries and until World War I. Although it is very difficult to predict how the gap r – g will change in the future, there are good reasons to believe that this mechanism might become relevant once again.


    On the optimal progressive taxation of income, wealth and consumption


    I now move to the issue of optimal taxation. The theory of capital taxation that I present in Capital in the 21st Century is largely based upon joint work with Emmanuel Saez (see in particular Piketty and Saez 2013). In this paper, we develop a model where inequality is fundamentally two-dimensional: individuals differ both in their labour earning potential and in their inherited wealth. Due to the underlying structure of demographic, productivity and taste shocks, these two dimensions are never perfectly correlated. As a result, the optimal tax policy is also two-dimensional: it involves a progressive tax on labour income and a progressive tax on inherited wealth. Specifically, we show that the long-run optimal tax rates on labour income and inheritance depend on the distributional parameters, the social welfare function, and the elasticities of labour earnings and capital bequests with respect to tax rates. The optimal tax rate on inheritance is always positive, except, of course, in the extreme case with an infinite elasticity of capital accumulation with respect to the net-of-tax rate of return (as posited implicitly in the benchmark dynastic model with infinite horizon and no shock). For realistic empirical values, we find that the optimal inheritance tax rate might be as high as 50–60 percent, or even higher for top bequests, in line with historical experience.8


    In effect, what we do in this work is to extend the ‘sufficient statistics’ approach to the study of capital taxation. The general idea behind this approach is to express those optimal tax formulas in terms of estimable ‘sufficient statistics’ including behavioural elasticities, distributional parameters, and social preferences for redistribution. Those formulas are designed to be robust to the underlying primitives of the model and capture the key equity-efficiency trade-off in a transparent way. This approach has been fruitfully used in the analysis of optimal labour income taxation (for a recent survey, see Piketty and Saez 2013b). We follow a similar route and show that the equity-efficiency trade-off logic also applies to the taxation of inheritance. This approach successfully brings together many of the existing scattered results from the literature.


    Next, if we introduce capital market imperfections into our basic inheritance tax model, then we find that one needs to supplement inheritance taxes with the annual taxation of wealth and capital income. Intuitively, in the presence of idiosyncratic shocks to future rates of return, it is impossible to know the lifetime capitalised value of an asset at the time of inheritance, and it is optimal to split the tax burden between these different tax instruments. For instance, assume I received from my family an apartment in Paris worth 100,000 euros back in 1975. In order to compute the optimal inheritance tax rate, one would need to know the lifetime capitalized value of this asset. But of course, back in 1975, nobody could have guessed that this asset would be worth millions of euros in 2015, or estimated the annual income flows generated by this asset between 1975 and 2015. In such a model, one can show that it is optimal to use a combination of inheritance taxation and annual taxation of property values and capital income flows (Piketty and Saez 2013a).


    One difficulty, however, is that optimal tax formulas soon become relatively complicated and difficult to calibrate. More specifically, the optimal split between annual taxes on wealth stock and annual taxes on capital income flows depends on the elasticity of rates of return with respect to taxation (i.e. the extent to which observed rates of return are sensitive to individual effort and portfolio decisions, as opposed to idiosyncratic, uninsurable shocks). Naturally, intertemporal substitution elasticities also play a role. Substantial additional research is necessary before we can provide a realistic, complete calibration of the optimal capital tax system (which involves a mixture of progressive taxes on inheritance, annual wealth holdings and annual capital income flows).


    In my book, I propose a simple rule-of-thumb for thinking about optimal wealth tax rates. Namely, one should adapt the tax rates to the observed speed at which the different wealth groups are rising over time. For instance, if top wealth holders are rising at 6–7percent per year in real terms (as compared to 1–2percent per year for average wealth), as suggested by Forbes-type wealth rankings (as well as by recent research by Saez and Zucman 2014), and if one aims to stabilise the level of wealth concentration, then one might need to apply top wealth tax rates as large as 5percent per year, and possibly higher (see Chapter15; see also Chapter 12, Tables 12.1–12.2). Needless to say, the implications would be very different if top wealth holders were rising at the same speed as average wealth. One of the main conclusions of my research is indeed that there is substantial uncertainty about how far income and wealth inequality might rise in the 21st century, and that we need more financial transparency and better information about income and wealth dynamics, so that we can adapt our policies and institutions to a changing environment. This might require better international fiscal coordination, which is difficult, but by no means impossible (Zucman 2014). I will return to this issue below.


    It is worth noting that an alternative to progressive taxation of inheritance and wealth that is often referred to in the public debate is the progressive consumption tax (see e.g. Gates 2014). This, however, is a highly imperfect substitute. Firstly, meritocratic values imply that one might want to tax inherited wealth more than self-made wealth, which is impossible to do with a consumption tax alone. Next, the very notion of consumption is not very well defined for top wealth holders: personal consumption in the form of food or clothes is bound to account for a tiny fraction of the consumption of individuals with large fortunes, who usually spend most of their resources on purchasing influence, prestige and power. When the Koch brothers spend money on political campaigns, should this be counted as part of their consumption? When billionaires use their corporate jets, should this be included in consumption? A progressive tax on net wealth seems more desirable than a progressive consumption tax for two reasons: firstly because net wealth is easier to define, measure and monitor than consumption, and secondly, because it is better indicator of the ability of wealthy taxpayers to pay taxes and to contribute to the common good (see Chapter 15).


    Is it enough to have a progressive tax on immovable property?


    In their paper, Fuest, Peichl and Waldenström argue that the progressive taxation of immovable property (real estate) might be a desirable policy for the future (particularly in Europe), but that the progressive taxation of net wealth (including financial assets and liabilities, and not only real estate assets) is impossible to implement and should be discarded. The basic argument is that real estate assets are impossible to dissimulate, while financial assets are difficult to monitor, particularly in a world of free capital flows. While I certainly agree that progressive taxation of immovable property is a lot easier to implement and might well be used more intensively by governments in the future (as illustrated, for instance, by the recent and bipartisan British move towards higher transaction taxes on real estate properties worth over 1 million British pounds),9 I am not convinced that we should discard the idea of a comprehensive progressive tax on net wealth.


    Firstly, it is possible to develop a system of automatic transmission of information about cross-border financial assets between international banking institutions and tax administrations. This is technically well within the reach of what the tax administrations of developed countries could do if there was a political will to do it (this is already what has been done within each county for a long time). In a way, this movement towards the international automatic transmission of information has already started to happen, and gathered impetus after the enactment of US sanctions against non-cooperative Swiss banks. Of course, there is still a long way to go. But there is ample evidence showing that it is possible to implement higher cross-border financial transparency in the not-too-distant future (Zucman 2014).


    Next, assuming we can develop automatic information transmission systems for financial assets, there is really no sound economic rationale for taxing real estate assets more than financial assets. In practice, financial assets are nothing but claims on real assets, particularly on business assets (buildings, machinery, equipment, patents, etc.). All capital assets are useful, whether they are used to produce housing services or business services. There is no economic reason in general why the tax system should favour certain assets over others. Of course, this is not saying that sector-specific policies toward capital accumulation are never justified: in some cases, one certainly needs to change regulations regarding land use, construction permits, or R&D incentives. But when it comes to taxation, it is usually preferable to have a tax code that it is neutral with respect to the different asset categories.


    Finally, the last reason why it would be a mistake – in my view – to discard progressive taxes on net wealth is a simple political economy argument. Middle class households tend to own a very large fraction of their wealth portfolio in the form of real estate, while high-wealth households typically own a much bigger fraction in the form of financial assets. By exempting financial assets and by taxing solely real assets, one is in effect introducing some strong regressivity component into the wealth tax system, which might be difficult to explain to the public, and particularly to the middle class electorate. A recent illustration is the attempt by the Monti government to introduce a property tax in 2012. The implicit tax rate was about 0.8 percent on real estate assets, and only 0.1 percent on financial assets (with many exemptions). In effect, someone with a few hundred thousand euros in real estate wealth was paying a much higher tax rate than someone with several million euros in financial wealth. This arguably contributed to the unpopularity of the tax and to its final repeal. Fiscal consent requires a minimal feeling of tax fairness.


    Capital-income ratios vs capital shares: towards a multi-sector approach


    One of the important findings of my research is that capital-income ratios β = K/Y (where K is the market value of the sum of all capital assets, net of debt, and Y is national income) and capital shares α = YK/Y (where YK is the sum of all capital income flows: rent, profit, dividend, interest, etc.) tend to move together in the long run, particularly in recent decades, where both have been rising. In the standard one-good model of capital accumulation with perfect competition, the only way to explain why β and α move together is to assume that the capital-labour elasticity of substitution σ that is somewhat larger than one (which could be interpreted as the rise of robots and other capital-intensive technologies).10


    Let me make clear, however, that this is not my preferred interpretation of the evidence. Maybe robots and high capital-labour substitution will be important in the future, but for the moment, the important capital-intensive sectors are more traditional sectors like real estate and energy. I believe that the right model to think about rising capital-income ratios and capital shares in recent decades is a multi-sector model of capital accumulation, with substantial movements in relative prices, and with important variations in bargaining power over time (see Capital in the 21stCentury, Chapters 3–6). Large upward or downward movements of real estate prices have played an important role in the evolution of aggregate capital values in recent decades, as they did during the first half of the 20th centuries. This can, in turn, be accounted for by a complex mixture of institutional and technological forces, including rent control policies and other rules regulating relations between owners and tenants, the transformation of economic geography, and the changing speed of technical progress in the transportation and construction industries relative to other sectors (see Chapters 3–6; and also Piketty and Zucman 2014). In practice, intersectoral elasticities of substitution combining supply and demand forces can often be much higher than within-sector elasticities (see e.g. Karababounis and Neiman (2014) on the role played by the declining relative price of equipment).11 This multidimensional nature of capital creates substantial additional uncertainties regarding the future evolution of inequality, as illustrated by the examples of housing and oil prices. In my view, this reinforces the need for increased democratic transparency relating to income and wealth dynamics.


    More generally, the main reason why my book is relatively long is because I try to offer a fairly detailed, multidimensional history of capital and its metamorphosis. Capital ownership takes many different historical forms, and each of them involves different forms of property relations and social conflict, which must be analysed as such. Throughout my book, I attempt to analyse the diversity of the forms taken by capital assets and the problems raised by property relations and market valorisations throughout history. I study in some length the many transformations in the nature of capital assets, from agricultural land to modern real estate, business and financial capital. Each type of asset has its own particular economic and political history and gives rise to different bargaining processes, power struggles, economic innovations and social compromises.


    For example, the fact that capital ownership and property rights are historically determined is particularly clear when I study the role of slave capital in the Southern United States before 1865, which can be viewed as the most extreme form of ownership and domination of owners over others, and also the most extreme form of intergenerational transmission of debt (Chapter 4). A similar theme also becomes evident when I examine the lower stock market capitalization of German companies compared to their Anglo-American counterparts, a phenomenon that is certainly related to the fact that German shareholders need to share power with other stakeholders (workers, governments, nongovernment organizations, and others) somewhat more than in other countries (Chapter 5). This power-sharing apparently is not detrimental to their productive efficiency and exporting performance, which illustrates the fact that the market and social values of capital can often differ.


    Other examples involve real estate capital (which was already mentioned above) and natural resource wealth – like oil. The issue of oil capital and its world distribution is rooted in the power relations and military protections that go with it (particularly in the Middle East), as well in the implications for the financial investment strategies followed by the corresponding sovereign wealth funds (discussed in Chapter 12).


    The institutional analysis of property relations and capital assets also has international and public-sector dimensions. The hypertrophy of gross financial asset positions between countries, which is one of the main characteristics of the financial globalization process of recent decades, is a recurring theme of the book (Chapters 1–5, 12, 15 and 16). I analyse the very large magnitude of the net foreign assets positions reached by Britain and France at the height of their colonial empires, and compare them to today’s net positions of China, Japan or Germany. I repeatedly stress that international property relations – the fact that economic actors in some countries own significant claims on real and financial assets in other countries – can be particularly complicated to regulate in a peaceful manner. This was certainly true during the colonisation and decolonisation period. Issues of international property relations could erupt again in the future. The difficulty of dealing with extreme internal and external inequality certainly helps to explain the high political instability that has long plagued the development process in Latin American and African countries.


    Public capital, which depends on the changing patterns and complex political histories of public investment and deficit trajectories, nationalisation and privatisation policies, also plays a critical role in the book (especially Chapters 3 and 4). I emphasize the sharp dissimilarities in country experiences (contrasting in particular the cases of Britain and France in the 18th and 19th centuries), as well as the commonalities (such as the historically large level of public capital in the postwar period, and the significant decline in recent decades, in rich countries as well as in Russia or China, with important implications for the distribution of private wealth and the rise of new forms of oligarchs).


    Given the specific and context-heavy discussion of these multidimensional factors, does it still make sense to speak of ‘capital’ as a single category? The fact that it is technically possible to add up all the market values of the different existing assets (to the extent that such market values are well defined, which is not always entirely clear) in order to compute the aggregate value of the capital stock K does not change anything about this basic multidimensional reality of assets and corresponding property relations. As rightly argued by van Treek in his paper, the notions of an aggregate capital stock and of an aggregate production function Y = F(K,L) are highly abstract concepts. From time to time I refer to them in my analysis. But I certainly do not believe that such grossly oversimplified concepts can provide an adequate description of the production structure and the state of property and social relations for any society. At different points in the book, I attempt to show that this abstract language can be useful for some purposes, but only if one does not exaggerate its meaning. In particular, by computing the ratio β = K/Y between the aggregate market value of capital K and national income Y, one can compare the overall importance of capital wealth, private property and public property in societies that are otherwise impossible to compare. For instance, one finds that in spite of all metamorphosis in the nature of assets and institutional arrangements, aggregate capital values – expressed in years of national income – are approaching in a number of countries the levels observed in the patrimonial societies that flourished in the 18th-19th centuries and until World War I. I believe that this finding is interesting in itself. But this certainly does not alter the fact that a proper comparison of these different societies requires a careful separate analysis of the various asset categories and corresponding social and economic relations.


    Some lessons from the history of public debt


    Let me conclude by mentioning some of the lessons that can be drawn from the history of public debt as presented in my book (see especially Chapters 3–4 and 15), and which in my view can fruitfully inform some of the current debates about the Eurozone public debt crisis. If we take a broad comparative perspective, we find a large number of high public debt episodes, and a wide diversity of solutions that were adopted to deal with such situations. In my view, it is particularly fruitful to contrast the case of 19th century Britain with that of 20th century Germany or France.


    Following the Napoleonic Wars, British public debt reached very high levels of well above 200 percent of GDP. This is an interesting example, because the successive British governments during the 19th century decided to gradually reduce this large public debt by slowly accumulating primary budget surpluses. There was no exceptional measure, there was no debt restructuring, and there was no inflation. If anything, consumer price inflation was slightly negative on average in Britain between 1815 and 1914, a little bit like the Eurozone in early 2014–2015. On average, the primary budget surplus was between 2 percent and 3 percent of GDP in Britain throughout the 1815–1914 period (which was mostly used to finance interest payments). The good news is that it worked, in the sense that public debt was finally reduced to very low levels around 1900–1910 (about 30 percent of GDP). The bad news is that it took a very long time: an entire century, during which the British taxpayers were putting more resources to repay public bond holders than they were investing in their entire education system. One may argue this was the best strategy to invest in the country’s future.


    This is an interesting example, because there is a serious risk that Eurozone countries might follow the same strategy today. This is particularly ironic, given that the Eurozone was largely conceived by two countries, Germany and France, who never repaid their public debt during the 20th century. In 1945, both countries had accumulated enormous public debt (around 200 percent of GDP). By 1950–1955, this large public debt had disappeared (about 20–30 percent of GDP).


    Of course, this did not happen because enormous budget surpluses were run between these two dates: this occurred thanks to a series of exceptional measures, and in particular due to high inflation. The fact that public debt was quickly reduced to negligible levels certainly had a positive impact on the ability of German and French governments to invest in reconstruction and postwar growth. Had they adopted the same strategy as the British government during the 19th century, it would have taken many decades to reduce such a large public debt. More specifically, both Germany and France would have had fewer resources to invest in public infrastructure, education or health in the 1950s, 1960s and 1970s. Of course, there were also costs associated with postwar inflation: many lower class and middle class households lost a large part of their savings, which probably helps to explain today’s fear of inflation in Germany, as well as in France.


    It is worth stressing, however, that other exceptional policy measures played a role in reducing postwar public debt (particularly debt restructuring in the case of Germany, and exceptional progressive tax on large private wealth in the case of France), and could play an even bigger role in the future. Such policy measures make it possible to avoid the negative distributional impact of inflation. In particular, the progressive wealth tax can be viewed as a civilized, progressive form of inflation. The ideal policy mix is certainly difficult to find, and there is clearly no easy solution to reducing a large public debt. My general point is simply that there is a wide diversity of policy tools that can potentially be used, and that the mere accumulation of budget surpluses in a zero-inflation environment is a strategy that can take a very, very long time. Historical amnesia is never the right solution.


    References


    Atkinson, A. and A. Harrison (1978), Distribution of Personal Wealth in Britain, 1923–1972, Cambridge: Cambridge University Press.


    


    Atkinson, A., T. Piketty and E. Saez (2011), “Top Incomes in the Long Run of History”, Journal of Economic Literature 49, 3–71.


    Best, M. and H. Kleven (2015), Housing Market Responses to Transaction Taxes, London: LSE.


    


    Gates, W. (2014), Why Inequality Matters, Gates Notes, October, http://www.gatesnotes.com/Books/Why-Inequality-Matters-Capital-in-21st-Century-Review.


    


    Karabarbounis, L. and B. Neiman (2014), Capital Depreciation and Labor Shares around the World: Measurement and Implications, NBER Working Paper 20606.


    


    Kuznets, S. (1953), Shares of Upper Income Groups in Income and Savings, 1913–1948, Cambridge: NBER.


    


    Piketty, T. (2014), Capital in the 21st Century, Cambridge: Harvard University Press, (Statistical Series and Technical Appendix Available at http://piketty.pse.ens.fr/capital21c).


    


    Piketty, T., G. Postel-Vinay and J.-L. Rosenthal (2006), “Wealth Con­centration in a Developing Economy: Paris and France, 1807–1994”, American Economic Review 96, 236–256.


    


    Piketty, T., G. Postel-Vinay and J.-L. Rosenthal (2014), “Inherited vs. Self-Made Wealth: Theory and Evidence from a Rentier Society (1872–1927)”, Explorations in Economic History 51, 21–40.


    


    Piketty, T. and E. Saez (2013a), “A Theory of Optimal Inheritance Taxation”, Econometrica 81, 1851–1886.


    


    Piketty, T. and E. Saez (2013b), “Optimal Taxation of Labor Income”, in: Auerbach, A., R. Chetty, M. Feldstein and E. Saez (eds.), Handbook of Public Economics, Volume 5, Amsterdam: North-Holland, 391–474.


    


    Piketty, T. and E. Saez (2014), “Inequality in the Long Run”, Science344 (6186), 838–844.


    


    Piketty, T., E. Saez, and S. Stantcheva (2014), “Optimal Taxation of Top Labor Incomes: A Tale of Three Elasticities”, American Economic Journal: Economic Policy 6, 230–271.


    


    Piketty, T. and G. Zucman (2014), “Capital Is Back: Wealth-Income Ratios in Rich Countries 1700–2010”, Quarterly Journal of Economics129, 1155–1210.


    


    Piketty, T. and G. Zucman (2015), “Wealth and Inheritance in the Long Run”, in: Atkinson, A. and F. Bourguignon (eds.), Handbook of Income Distribution, Volume 2, Amsterdam: Elsevier, 469–592.


    


    Saez, E., and G. Zucman (2014), Wealth Inequality in the United States since 1913: Evidence from Capitalized Income Data, NBER Working Paper 20625.


    


    Stiglitz, J.E. (1969), “Distribution of Income and Wealth among Individuals”, Econometrica 37, 382–397.


    


    Zucman, G. (2014), “Taxing across Borders: Tracking Personal Wealth and Corporate Profits”, Journal of Economic Perspectives28(4), 121–148.


    Endnotes


    
      
        1 Paris School of Economics.

      


      
        2 Intuitively, in a model where everyone maximizes an infinite-horizon utility function U = ∫0≤t≤+∞ e-θt u(ct) (with u(c) = c1-γ/(1-γ)), then r = θ + γ g is the unique rate of return to capital possible in the long-run for the following reason: it is the sole rate such that the agents are willing to rise their consumption at rate g, that is at the growth rate of the economy. If the return is higher, the agents prefer to postpone their consumption and accumulate more capital, which will decrease the rate of return; and if it is lower, they want to anticipate their consumption and borrow more, which will increase the rate of return.

      


      
        3 As is well known, r < g cannot happen in infinite-horizon models with no shock and perfect capital markets. This is because r < g would violate the transversality condition: the net present value of future resources would be infinite, so that rational agents would borrow infinite amounts in order to consume right away, until r rises above g. However, in models with other saving motives, such as finite-horizon overlapping generation models, it is possible to have r < g and excessive capital accumulation.

      


      
        4 In the dynastic model with no shock, there is no force generating inequality out of equality (or equality out of inequality), so any initial level of wealth inequality (including full equality) can be self-sustaining, as long as the modified golden rule is satisfied. It is worth noting, however, that the magnitude of the gap r – g has an impact on the steady-state inequality of consumption and welfare: if r – g is small then high-wealth dynasties need to reinvest a large fraction of their capital income, so that they do not consume much more than low wealth dynasties.

      


      
        5 For references to this literature on dynamic wealth accumulation models with random shocks, see the on-line appendix to Chapter 10 available at piketty.pse.ens.fr/capital21c. See also Piketty and Zucman (2015, Section 5.4).

      


      
        6 In the special case with binomial saving taste shocks with probability p, one can easily show that the inverted Pareto coefficient is given by b = log(1/p)/log(1/ω), with ω = s e(r-g)H (s is the average saving taste, r and g are the annual rate of return and growth rate, and H is generation length) – see Piketty and Zucman (2015, Section 5.4) for simple calibrations. Atkinson, Piketty and Saez (2011, Figures 12–15) provide evidence on the long-run evolution of Pareto coefficients.

      


      
        7 It is also worth noting that we generally do not have separate series for top labour income shares and top capital income shares, which is what would be needed to run this kind of regression. In other words Fuest-Peichl-Waldenström control for top income shares, while ideally one would only like to control for top labour income shares on the right-hand side of the wealth inequality vs r – g regression.

      


      
        8 See Piketty and Saez (2013a), Figure 1–2 and Table 1. It is worth noting that the optimal inheritance tax rate can also be expressed as an increasing function of the gap r – g.

      


      
        9 A 5-percent tax rate on sales of property worth over 1 million British pounds was introduced in 2011, and a 7-percent tax rate on sales of property worth over 2 million British pounds in 2012. It would probably have been preferable to implement such a change without notches (see Best and Kleven 2015), and with an annual property tax, rather than a transaction tax. The point here, however, is that this might illustrate a more general move towards the more progressive taxation of immovable property (note that the reform was launched under a Labour government and pursued under a Con­servative government).

      


      
        10 With Y= F(K,L) = [aK(σ-1)/σ +(1-a)L(σ-1)/σ] σ/(σ-1), the marginal productivity of capital is given by r = FK = a (Y/K)1/σ = aβ-1/σ , and the capital share is given by α = rβ = aβ(σ-1)/σ. See Piketty and Zucman (2014 and 2015).

      


      
        11 As argued by van Schaik in his paper, introducing different vintages of capital can also contribute to a better understanding of why capital-income ratios and capital shares tend to move together.
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    Understanding Global Crises: An Emerging Paradigm


    Assaf Razin1


    Introduction


    Pre-2008 crisis economists failed to put the multitude of elements behind global crises into a coherent analytical framework. Major factors that underlay the global crisis were:


    
      	The destabilizing cumulative effects of financial deregulation, hedge funds, electronic trading, financial entrepreneurship, moral hazard, regulatory laxness, regulatory hazard (such as ‘mark to market’);


      	The Phillips curve–justified persistent monetary ease, subprime mortgages, derivatives and mortgage-backed securities;


      	The one-way-street speculation leading to risk-shifting incentives, ‘too-big-to-fail’ financial intermediaries, hard asset bubbles (real estate, commodities, energy);


      	The structural deficits with fiscal hidden liabilities, special interest transfers, global imbalances; and more.

    


    All of these unrecognized pressures simmered without any policy response – perhaps because economists had come to believe that policy makers had learned how to tame the financial beast – for decades after the Great Depression. With the advantage of hindsight, more than half a decade after the global crisis, both the strengths and weaknesses of the economic consensus that existed before the 2008 crisis can usefully be discerned and appraised, with an eye toward parsing the future directions of research.


    The 2008 global financial crisis that erupted in the United States instantaneously swept across Europe. Like the United States, the European Monetary Union (EMU) was ripe for a crash. It had its own real-estate bubble (specifically in Ireland and Spain), had indulged in excessive deficit spending, was financially deregulated, and had rapidly expanded credit (partly through derivatives). A critical piece of the financial crisis and its perplexing aftermath is global imbalances, often called the global savings glut. This means that some nations (like China, for example) under-consume and over-export, while other nations, such as the United States, over-consume and over-import, devaluing the latter’s currency and pressuring its Federal Reserve to keep interest rates too high for the purpose of stimulating recovery. Asia’s liquidity glut flooded into the wide-open, lightly regulated American shadow banking system (including mortgage institutions) and inundated many smaller countries such as Iceland, Ireland, and Estonia sparking speculation and asset bubbles that soon burst with dramatic adverse effects on risk perceptions in the world’s short-term interbank loanable funds market. Burst asset price bubbles reduced the worldwide lending ability of banks, a problem compounded by tightened loan requirements limiting the access of banks to emergency credit infusions. The international dimension coupling the East and West beyond the obvious trade linkages was not only important for its restrictive impact on monetary policy; it was also a key element in the larger global financial crisis.


    The recent crisis had some similarities with the Great Depression. It appears that in both cases, the trigger was a credit crunch following a sudden burst of asset-price and credit bubbles. The recovery in world industrial production started much earlier in the Great Recession than in the Great Depression. Periods of depressed output were significantly shorter in the former than the latter, thanks to different policy reactions and improved financial and budget institutions. This does not amount to a claim that economists understand how to use fiscal policy and supplementary monetary instruments to recover optimally or prevent future reoccurrences, given the often – destabilizing ex­pectations of the private sector due to conflicting incentives, finance fragility, and politically gridlocked governments. Rather, it means that complacency based on incomplete knowledge of how the system works is no longer tenable, and a reassessment of past output, employment, and finance stabilizing measures is called for.


    Pre-crisis conventional wisdom


    Pre-crisis conventional wisdom held that business cycle oscillations were primarily caused by productivity shocks that lasted until price- and wage-setters disentangled real from nominal effects, or monetary shocks, in view of staggered wage and price adjustments. These real and monetary shocks sometimes generated inflation or deflation, which was best addressed with monetary policy. Accordingly, central bankers were tasked with the mission of maintaining slow and stable inflation. Zero inflation and deflation were shunned, because they purportedly were incompatible with full capacity and full employment and well-managed monetary policy. Central bankers were supposed to be less concerned with real economic activity, many came to believe that full employment and 2 percent inflation could be sustained indefinitely by divine coincidence. The divine coincidence was said to be made all the better by the analytical discovery that real economic performance could be regulated, in theory, with only a single monetary instrument: the short-term interest rate. Evidently, arbitrage across time meant that central banks could control economy-wide temporal interest rates, short and long, and arbitrage across asset classes implied that the Federal Reserve (‘the Fed’) could similarly influence risk-adjusted rates for a diverse set of securities. Fiscal policy, which had ‘ruled the roost’, as it were, under the influence of crude Keynesianism from 1950 to 1980, was relegated to a subsidiary role of macroeconomic stabilization in this manner. This view was reinforced by macroeconomic theorists’ beliefs in the empirical validity of friction-free Ricardian-equivalence arguments and scepticism about lags and political gridlocks, which makes discretionary fiscal policy as a stabilization tool practically irrelevant.


    It is also true that the financial sector was also given little thought in macroeconomic theory, because financial sector prudential policy was perceived as regulatory only, affecting structural performance, but not business cycle performance, rather than as an aggregate demand management issue. The consensus view held that automatic stabilizers such as unemployment insurance should be retained in order to share privately uninsurable risks. Federal deposit insurance was preserved to deter bank runs, and commercial banks’ credit and investments continued to be regulated to prevent moral hazard under the federal deposit insurance, but otherwise finance was lightly supervised, especially ‘shadow banks’, hedge funds, mortgages, and derivatives.


    Two camps


    Needless to say, most of the macroeconomic theorists now concede that the pre-crisis monetarist consensus was mistaken. Both recognise that with the Fed funds rate near the zero lower bound, the burden for stimulating recovery and short-term growth falls to nonconventional monetary policies, such as quantitative and credit easing. But, the agreement stops here. From this point on, the profession has split into two contending camps.


    The ‘Ricardian faction’ contends that further over-budget spending with deficit to GDP ratios in many large nations such as the United States will drive up interest rates, crowd out private investment, and have a negative stimulatory impact. This could easily generate recession (depression) coupled with a bout of high inflation (deflation), due to excessive commercial bank liquidity. This is reminiscent of Friedrich Hayek warning that a surge of excessive liquidity can misdirect investments leading to a boom followed by a bust.


    However, members of the other camp, concerned about the non-Ricardian conditions, such as credit frictions, market freezes, liquidity traps, and deflation, see matters vice versa. They insist that austerity policies and deflation are the danger under depressed markets (which via the Bernanke doctrine implies a Great Depression with rising real wages and excess savings). They deduce that avoidance of disaster hinges on temporarily raising public spending to fill in the gap of shrinking private spending, continued central bank credit easing, and quantitative easing. They are aware that this could have inflationary ramifications, which is helpful to lower the real interest rate, but brush the soon-to-arrive inflation peril aside by claiming that speculators will absorb most of the idle cash balances governments are prepared to print, because with zero interest rate, money and bonds are perfect substitutes. At the same time, inflationary expectations are to be replaced by deflationary expectations. Moreover, they contend that excess base money can be drained from the system, whenever banks decide to resume lending, but not fully, during a long period of de-leveraging by households and firms. And, as the icing on the cake, they proclaim that large multiplier effects during depression-like situations will not only raise employment, but also provide the wherewithal to repay the government debt. They also emphasize the longer-term implications of deep unemployment that create a segment of the labour force that may become unemployable.


    Notwithstanding these disagreements, the bottom line, therefore, is that the pre-2008-crisis faith in just one monetary lever, ensuring stability and growth, happened to be only wishful thinking. The dynamics of macro-aggregates depends on heterogeneous expectations, information, and contractual and credit frictions of erstwhile utility seekers under incomplete information, in morally hazardous and incomplete financial markets, subject to sundry shocks. Policy management is correspondingly complex, particularly in the presence of de-leveraging and liquidity trap conditions; and still more challenging in imperfect regulatory regimes where low inflation is targeted to ensure full employment and rapid economic growth, susceptible to moral hazard, adverse selection, coordination failures – the unavoidable characteristics of any financial intermediation. That is, we should not lose sight of the financial sector as a central pillar of the macroeconomic model. Fiscal policy also needs serious rethinking.


    Financial crisis analytics


    Historical comparison of crisis


    The following crises were briefly characterised in this chapter: (a) the credit implosion leading to a severe banking crisis in Japan; (b) the meltdown of foreign reserves triggered by foreign hot-money flight from the frothy economies of developing Asian nations with fixed exchange rate regimes; (c) the global financial crisis; and (d) the Eurozone crisis.


    Let us recall that Japan was slashed by a speculative tornado in 1986–1991. It was localized, brief, and devastating, with allegedly paralytic consequences often described as the ‘lost decades’ (1986–2013; before Abe-economics). The phenomenon was a selective price bubble, disconnected from low and decelerating GDP inflation all the way to deflation, as well as more vigorous but diminishing rates of aggregate economic growth converging asymptotically toward zero, or worse.


    The Asian financial crisis that erupted in 1997 was triggered by a foreign capital flight, which induced liquidity and credit implosion. It began as a run on Asian banks by foreign short-term depositors and expanded into an assault on government foreign currency reserves, sending shock waves as far as the shores of Russia and of Argentina.


    The global financial crisis triggered the deepest and longest recession since the Great Depression of the 1930s. The defining event of the 2008 global financial crisis was a ‘hemorrhagic stroke’: a paralytic implosion of the loanable funds markets. The post–Sep­tember 2008 emergency was caused by the terrifying realization that major financial institutions, especially those connected with hedge funds, could not cover their current obligations either with asset sales or short-term bank credit because confidence in the value of their assets had been lost, and short-term lending suddenly ceased. People everywhere were panicked at the prospect of cascading financial bankruptcies, where the securities of failed companies contaminated the value of other assets, triggering margin calls, shuttered credit access, lost savings, bank runs, stock market crashes, liquidity crises, universal insolvency, economic collapse, and global ruination.


    The global financial crisis, which erupted in the United States, instantaneously swept across Europe and triggered the Eurozone crisis. Like the United States, the European Monetary Union was ripe for a crash. As mentioned earlier, the EMU had its own real-estate bubble (specifically in Ireland and Spain), had indulged in excessive deficit spending, was financially deregulated, and had rapidly expanded credit (partly through derivatives). Policy responses and recovery patterns for key European Union members such as Germany, France (within the Eurozone), and Britain (outside the Eurozone) were similar. However, after the bubble burst and the crisis began unfolding, it became clear that the Eurozone plight differed from America’s in one fundamental respect. There was no exact counterpart of Eurozone GIIPS (Greece, Ire­land, Italy, Portugal and Spain) in the United States. Some American states had over-borrowed, but the sovereign debt crisis did not place individual states at deflationary risk or threaten the viability of the federal union. This does not apply to some members within the Eurozone.


    Analytics of financial fragilities


    These fragilities and frictions are rooted in coordination failures, incentive problems, asymmetric information, risk-shifting behaviour, and excessive optimism among participants in collateralized debt markets. Each and every one of these forces is present in the global financial problems that occurred over the past decades.


    Banks are known to finance long-term assets with short-term deposits. The advantage of this arrangement is that it enables banks to provide risk sharing to investors who might face early liquidity needs. However, this also exposes the bank to the risk of a bank run, whereby many creditors decide to withdraw their money early. The key problem is that of a coordination failure, which stands at the root of the fragility of banking systems: When more depositors withdraw their money from a bank, the bank is more likely to fail, and so other depositors have a stronger incentive to withdraw.


    A key policy question is how to avoid the damages from coordination failures and runs in the financial system. While insurance has been effective, its implications for moral hazard have to be considered carefully, and so there is room for more research on the optimal deposit insurance policy. Using recent developments in economic theory, global-games models enable analysis of the benefit of insurance in mitigating runs against the cost in generating moral hazard, leading to characterisation of optimal insurance policy. In the above models of financial institution failures, the focus was on the behaviour of depositors or creditors of the banks. However, problems in the financial sector often arise from the other side of the balance sheet. The quality of loans provided by the banks is determined in equilibrium, and frictions exist that make banks cut on lending to protect themselves from bad outcomes.


    While basic economic theory suggests that in equilibrium, prices adjust so that supply equals demand and no rationing arises, it shows that this will not occur in the credit market because of the endogeneity of the quality of the loan. The key frictions that stand behind rationing are moral hazard and adverse selection. A large body of recent literature studies the implications of such frictions for lending, especially the implications of moral hazard. If a borrower has the ability to divert resources at the expense of the creditor, then creditors will be reluctant to lend to borrowers. Hence, for credit to flow efficiently from the creditor to the borrower, it is crucial that the borrower maintains ‘skin in the game’; that is, that he has enough at stake in the success of the project, and so does not have a strong incentive to divert resources. This creates a limit on credit, and it can be amplified when the economic conditions worsen, leading to a crisis.


    Currency crisis and balance of payment crises


    Currency crises occur when the country is trying to maintain a fixed-exchange-rate regime with capital mobility, but faces conflicting policy needs such as fiscal imbalances or a fragile financial sector that need to be resolved by independent monetary policy. An important aspect of financial crises is the involvement of the government and the potential collapse of arrangements it creates, such as an exchange rate regime. Many currency crises (e.g. the early 1970s breakdown of the Bretton Woods global system) originate from the desire of governments to maintain a fixed exchange rate regime that is inconsistent with other policy goals. This might lead to the sudden collapse of the regime. The literature on currency crises begins with the first-generation and second-generation models.


    Such models are highly relevant to the current situation in the EMU. At the core of the theory of currency crises is the famous international finance tri-lemma, whereby a country can choose only two of three policy goals: free international capital flows, monetary autonomy, and the stability of the exchange rate. Coun­tries in the Eurozone now realize that in their attempt to achieve the first and third goals, they have given up on the second goal, and so have limited their ability to absorb the shocks in economic activity and maintain their national debts, triggered by the global financial crisis. Coordination problems among investors and currency speculators aggravate this situation and may have an important effect on whether individual countries in Europe are forced to default and/or leave the monetary union.


    The third-generation models of currency crises connect models of banking crises and credit frictions with traditional models of currency crises. Such models were motivated by the East Asian crises of the late 1990s, where financial institutions and exchange rate regimes collapsed together, demonstrating the linkages between governments and financial institutions that can expose the system to further fragility.


    An additional aspect to be mentioned in this context is international capital flows with information frictions that are prone to the so-called sudden-stop phenomenon, whereby capital inflows unexpectedly dry up. Economists tend to favour capital mobility across national borders as it allows capital to seek the highest rate of return, adjusted for risk. Unrestricted capital flows also offer several advantages. Firstly, international flows reduce risk through diversification of lending and investment. Secondly, the global integration of financial markets can contribute to the spread of best practices in corporate governance, accounting standards, and legal practices. Thirdly, the global mobility of capital limits the ability of governments to pursue bad policies. In an integrated world capital market, with perfect information, all forms of capital flows are indistinguishable. Information frictions are important elements needed in order to differentiate between equity tradable debt and loan flows, as well as between various types of equity flows. Foreign direct investment (FDI) has proved to be resilient during financial crises. For instance, in East Asian countries, such investment was remarkably stable during the global financial crises of 1997/98. By sharp contrast, other forms of private capital flows – portfolio equity and debt flows, and particularly short-term flows – were subject to large reversals during the same period. If domestic and foreign investors differ in their information sets regarding future stock market returns, there is an efficiency-based pecking order of capital flows among debt foreign investment, portfolio foreign investment, and direct foreign in-vestment.


    The emerging macroeconomic paradigm


    From an analytical framework that features full capital-market arbitrage, smooth credit, Ricardian-equivalence properties, representative agents, and efficient monetary management, to the framework with multiple agents, which incorporates debt frictions, liquidity traps, and relatively ineffective monetary management and provides a role for fiscal policy in aggregate demand management. The analytical framework based on the frictionless paradigm effectively captures the role of globalization forces and the reduction in inflation in the 1990s Great Moderation era. The multiple-agent, market-friction revised analytical framework captures some key features of the Great Recession that occurred in the aftermath of the 2008 global financial crisis. It provides insights into the macroeconomic effects of debt overhangs on economic activity and inflation, when the monetary policy rate reaches its lower bound.


    Conclusion


    Historical patterns of booms and busts typically exhibit frequent, small recessions interrupted by rare, but deep and long recessions. Traditional macroeconomic models, often used by central banks and many other policy-making institutions, are not capable of delivering crisis features in history: frequent small recessions are punctuated by rare depressions. A major challenge for macroeconomic research effort is to come to grips with the modeling failure and to offer empirically testable dynamic macro-models, which can combine interactions among the monetary, financial, and real sectors, consistent with the empirical regularities of business cycles.
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    The Role of Financial Stability with Regard to Monetary Policy


    Jens Weidmann1


    Opening remarks


    Professor Sinn, Dr Beise,


    thank you very much for inviting me to speak at this series of seminars in which so many illustrious academics, politicians and central bankers have already participated in the past. I would also like to thank all you ladies and gentlemen for coming today, which is positive proof of the broad interest that monetary policy inspires nowadays.


    In my speech today I will focus specifically on the role played by financial stability with regard to monetary policy, a subject that admittedly sounds rather high-brow and hard to grasp. I won’t deny that the subject matter is indeed demanding, but I shall do my best today to convey it to you in a digestible form. And there is plenty to digest. If you will allow me to make a gastronomical analogy, following on from Professor Sinn’s canapés, it is now my turn to serve you a starter consisting of a selection of observations on current monetary policy in the euro area. As a main course, I shall address the crucial question of the extent to which financial stability should influence monetary policy. Let us now turn to the starter.


    Monetary policy during the crisis


    The financial crisis and the subsequent sovereign debt crisis in the euro area undoubtedly presented monetary policymakers with a raft of major challenges. Exceptional circumstances have now become the norm for monetary policy. About six years ago, it was at one of these Munich Seminars that the then ECB President, Jean-Claude Trichet, explained the Eurosystem’s response to the financial crisis. At that time, the first purchase programme for covered bonds had just been agreed and Mr Trichet was keen to emphasise that this step, along with any further unconventional monetary policy measures like full allotment policy for refinancing operations, additional longer-term refinancing operations and loosening of the collateral framework, were aimed at galvanising bank lending by means other than massive interest rate cuts on their own.


    A little less than one year later, the Eurosystem was purchasing government bonds, because the ECB Governing Council believed that the sovereign debt crisis, which had originated in Greece, was compromising the effectiveness of its monetary policy. In the years that followed, European monetary policy was instrumental in preventing a further escalation of the crisis in the euro area. Ultimately, the result is that monetary policy has been stretched to the limits of its mandate. In particular, there is a risk that the selective purchasing of government bonds issued by the crisis countries might stray into the realm of fiscal policy.


    Unfortunately, the crisis in the euro area has not yet been overcome, as shown by the recent debate surrounding Greece. Nevertheless, progress has been made. In overall terms, the euro-area economy, including the banking sector, has a much better bill of health today than it did three, four or five years ago. The crisis countries have made great strides in terms of implementing adjustments. Measured in terms of the deflators of total sales, price competitiveness up to the end of 2014 improved by 6 percent in Portugal, for example, and by 9 percent and 12 percent respectively in Spain and Ireland. The competitiveness of the Greek economy increased by as much as 14 percent. Al­though these figures are due to the depreciated euro to a certain extent, positive developments are nonetheless discernible if a comparison is made with other euro-area countries. The current account deficits of these countries were broadly eliminated and in Ireland the deficit was even turned into a large surplus.


    There is no denying that the austerity measures and structural reforms in the crisis countries have entailed great hardship for their peoples and that these countries deserve our respect for making the necessary adjustments. However, it is important to emphasise that there is no alternative to following this path. The financial aid provided by the partner countries facilitate the affected countries’ efforts to adjust. But only fundamental reforms will enhance the economic prospects of individuals in these countries on a lasting basis.


    Those who now blame the ECB and European policymakers for the sluggish economic performance of the crisis-hit countries are confusing cause and effect. Incidentally, the measures are now starting to have a noticeable effect. The European Commission is expecting positive economic growth and falling levels of unemployment in all crisis countries in 2015. It would therefore be tragic if Greece were now to give up on its adjustment measures and jeopardise what has already been achieved. But it is also clear that the economic adjustment process is more of a marathon than a sprint. The second half of a marathon is, however, harder than the first, and the finishing line is still a considerable way off.


    One side-effect of the economic adjustment taking place is lower inflationary pressure. The fact that inflation in the entire euro area recently entered negative territory is, of course, attributable to a completely unrelated development, namely the sharp fall in energy prices, and particularly the price of crude oil. In economic jargon we would say that the low level of inflation is the result of a positive supply-side shock. In general terms, the word ‘shock’ usually has negative connotations, but in economics it is a neutral word for an unexpected change in (exogenous) factors – and the oil price is undoubtedly a central factor in cyclical and price developments.


    By the way, one month before Jean-Claude Trichet’s Munich speech, the inflation rate in the euro area also turned negative. The then ECB president also attributed this to a heavy tumble in oil prices and stressed that it was a ‘welcome development’ that improved the income situation of households. He certainly didn’t see it as a cause for concern, especially as long-term inflation expectations at the time were in line with the stability mark of below, but close to 2 percent.


    By contrast, some measures of long-term inflation expectations have diminished distinctly in recent months. The longer the period of extremely low inflation rates continues, the greater the risk of second-round effects – in other words, falling wages – which would then exert further deflationary pressure. And the longer monetary policy misses its target, the more likely it will be that its credibility is called into doubt. Against this background, the ECB Governing Council was certainly in a difficult situation when it deliberated in January whether to adopt a broad-based purchase programme for government bonds.


    As you know, the ECB Governing Council made a majority decision to purchase government bonds, and Eurosystem central banks started purchases about two weeks ago. Asset-backed securities and covered bonds, which in Germany are better known as Pfandbriefe, have been purchased since autumn 2014. The objective of the securities purchases is ultimately to make monetary policy more accommodative and to move inflation back towards the definition of price stability – in other words, to make it rise.


    Now that might sound as paradoxical, to some ears, as the idea of the Federal Government calling on the general public to engage in more moonlighting and tax evasion. After all, conventional wisdom has it that monetary policymakers are there to combat inflation, not foster it. And indeed they are. The Eurosystem’s primary task is to safeguard price stability. But there are a number of good reasons why a central bank looks to achieve a marginally positive rate of in­flation.


    One reason is that the measurement of inflation is sometimes impaired by statistical uncertainties. After all, higher prices might also be driven by quality improvements, and these are rather more difficult to capture in price statistics. Another is that a monetary policy stance that targets ‘zero inflation’ runs the risk of bumping into the zero interest bound more frequently. Monetary policymakers who are already navigating such shallow waters will find it difficult to respond to a negative demand shock with an economy-stimulating cut in policy rates.


    Another problem afflicting the European monetary union arises from the differences in economic growth rates across the euro area. Inflation rates in the member states are also mixed. So if we were to target a pan-euro-area inflation rate of zero, in practice there would always be some countries whose rates were in negative territory. A modicum of inflation, on the other hand, lubricates economic adjustment processes – all the more so since improvements in price competitiveness driven by cuts in real wages are quite a tricky feat to achieve in the absence of inflation. That is why, since 2003, the ECB Governing Council has defined price stability as maintaining an average inflation rate across the euro area of below, but close to, 2 percent over the medium term. And for what it’s worth, the Bundesbank also assumed a ‘2-percent price norm’ when it derived its money supply targets.


    But I nonetheless took a sceptical line during the debate on government bond purchases as part of a broad-based quantitative easing (QE) programme. I did so because the slack price pressures in the euro area are primarily the outcome of the drop in energy prices. Lower energy prices can only be expected to dampen inflation rates temporarily, and they are also distinctly boosting growth in the euro area because – let’s not forget – its member states are net importers of oil on balance. At the end of the day, the drop in oil prices is stimulating consumers’ purchasing power and eroding businesses’ costs. In effect, it’s rather like a small stimulus package.


    So it’s no surprise that the ECB staff project euro-area growth of 1.5 percent this year, rising to 1.9 percent in 2016. The inflation rate, meanwhile, is forecast to be zero in 2015, rebounding quickly to 1.5 percent a year later. Of course, this projection partly also reflects expectations regarding the impact of the monetary policy measures adopted by the Governing Council. However, my reading of the latest data and the projection is that they are more an endorsement of my restrained monetary policy stance.


    Inflation rates may be slightly negative, that’s true, but we are not seeing any signs of a deflationary spiral of falling prices and wages. The threat of self-reinforcing deflation is as remote as it ever was. Indeed, the European Commission expects euro-area employee compensation to climb by 1.3 percent on average in 2015. In addition, the available survey data suggest that long-term inflation expectations are still anchored. In fact, they are only marginally lower than they were in the summer of 2009, when Jean-Claude Trichet spoke here and the rate of inflation had previously dipped into negative territory. And in the current setting, slightly stronger drops in market-based expectations don’t automatically mean that inflation expectations have contracted. Incidentally, inflation expectations derived from financial market data have shrunk in the United States recently too – and that happened in spite of the Fed’s bond purchases.


    Inflation rates look set to bounce back in the medium term, and the ECB is not alone in projecting this upturn. That’s the reason why, on the whole, I don’t think it would have been necessary to further ease monetary policy by rolling out the broad-based government bond purchase programme. All the more so given that the purchase of sovereign bonds in the euro area harbours specific risks, making it a monetary policy instrument unlike any other.


    It is true that the recently adopted public bond purchase programme addresses a number of concerns that had arisen in connection with its two predecessors. Risk-sharing among Eurosystem central banks is limited to just a small part of the programme, and caps have been put in place to ensure that sovereigns continue to primarily tap the capital markets for funding. The broad exclusion of risk-sharing – a feature that distinguishes this programme from earlier government bond purchase programmes – at least counteracts the direct threat of sovereign credit risks being mutualised. Or, as Hans-Werner Sinn put it recently: “the Federal Republic’s exposure [was] effectively diminished without restricting the ECB’s scope for monetary policymaking”. By the way, that also reduces the legal risk of a programme of that kind.


    However, the danger of the boundaries between monetary and fiscal policy becoming increasingly blurred, with all the ramifications that this would entail, remains. This particular programme is no different from its predecessors in that regard. For when the purchases come to an end, sovereigns will finance a substantial portion of their debt very cheaply via the central bank without these financing costs being differentiated in any way according to the risk profile of the sovereign in question. If the member states were to become accustomed to these funding terms, they might become less inclined to embrace further consolidation or reform measures. And if that were to happen, it might impair the ability of monetary policymakers to achieve their goal of price stability in the long run.


    This risk ultimately needs to be traded off against the danger of an excessively long period of excessively low inflation rates damaging the credibility of monetary policy. And it is precisely in weighing up these factors that I arrive at a different outcome to most of the other Governing Council members, because I believe that there are very good reasons for a ‘steady as she goes’ monetary policy stance if oil prices plummet; just as there were in 2009 and still are to this very day. The US Federal Reserve and Bank of England are a case in point here.


    Ladies and gentlemen, the crisis has not only confronted monetary policymakers with difficult trade-off decisions: it has also called into question the traditional monetary policy paradigm – the credo we once thought we all agreed upon. And that brings me to the ‘main course’ of the menu, if you will – that is, to the connection between monetary policy and financial stability.


    Monetary policy and financial stability


    Monetary policy paradigm called into question


    In the pre-crisis era, central banks in the industrial countries did not pursue a common monetary policy strategy. There was, however, a broad consensus that the primary objective of monetary policy ought to be the goal of price stability. These central banks set about achieving this goal using slightly different indicators to gauge price stability, but the vast majority of them now target rates of somewhere in the region of 2percent. None of them are looking to hit zero inflation. Central banks in transition, emerging and developing countries, meanwhile, normally target higher rates of price increase.


    Independence is another element of the pre-crisis consensus. In the wake of a protracted and pathological learning process, central banks succeeded in gradually shrugging off political paternalism or government control. In this context, West Germany was lucky that, on the one hand, the Allies conferred a large degree of independence on the central banking system – this was based not so much on monetary theory, but rather on political-historical factors – and, on the other hand, that the first Bank deutscher Länder, subsequently called the Bundesbank, knew how to utilise the independence it had been granted to ensure monetary stability. One key reason why the Bundesbank was able to do this was that it had the backing of the German population, for whom monetary stability had always been a valuable asset. Even an independent central bank struggles without the support of the population. Or, as Otmar Issing put it: “ultimately, every society has the inflation rate that it wants and deserves”.


    The learning process was pathological insofar as, particularly in the 1970s, countries with government-controlled central banks sometimes had significantly higher inflation rates during periods of poorer economic performance than, say, Germany or Swit­zer­land, whose central banks were both independent. The average inflation rate in Germany and Switzerland in the 1970s was a substantial 5 percent. However, the inflation rates of countries without an independent central bank were significantly higher still during the same period: for example, 13 percent in Britain, 14percent in Italy and 15 percent in Spain – and it is worth noting that those are averages for the entire decade.


    The notion that central banks should be independent and primarily responsible for monetary stability has also been underpinned by major academic studies. In addition, the increasing academic penetration of monetary policy has brought with it the realisation that the effectiveness of monetary policy is positively influenced by the transparency of its decisions. Central banks are therefore considerably more transparent in their communication nowadays than they were two or three decades ago. The press conferences held by central banks following monetary policy meetings to describe their decisions in detail – something which the ECB, for example, has done regularly ever since it was founded – are a recent development. The latest achievement in this context is the publication of ‘accounts’, or detailed written summaries of the monetary policy meetings of the ECB Governing Council in which the breadth of arguments presented is also reflected.


    Another aspect of monetary policy that central banks largely agreed on prior to the crisis was the issue of how to tackle asset price bubbles. As I mentioned earlier, central banks refer to various indicators when setting stability objectives. What these indicators have in common is that they are consumer price indices. The prices of non-financial assets, such as shares, real estate and gold, are not taken into account in these consumer price indices. Nevertheless, the inflation of these asset prices has certainly influenced consumer price inflation. This is clearly demonstrated by real-estate: rising real-estate prices can also have an indirect effect on the consumer price index via increasing asset prices. As much as individual non-financial assets may vary, the one thing they have in common is that their markets can become subject to speculative exaggerations, which are commonly referred to as bubbles.


    The pre-crisis consensus on monetary policy was also that monetary policy should not even attempt to prick such asset price bubbles to let the air out. For example, Alan Greenspan, the man whose name is most closely associated with this stance, said in 2002: “the notion that a well-timed incremental tightening could have been calibrated to prevent the late 1990s bubble is almost surely an illusion”. The argument against the targeted management of asset prices, according to this viewpoint, was that central banks are ultimately no better than financial markets at judging whether rising asset prices are fundamentally justified or should be classified as speculative exaggeration. Instead, monetary policy should limit itself in some measure to picking up the pieces after the financial markets have crashed. That is to say, if an asset price bubble were to burst, monetary policy would respond with massive cuts in interest rates to dampen the impact on the real economy. For instance, when the dot-com bubble burst and pulled the stock markets down with it, the Federal Reserve slashed its key rate from 6½ percent to 1¾ percent in 2001.


    Monetary policy in developed nations definitely played a role in the emergence of an era in the 1980s referred to by macroeconomists as the ‘Great Moderation’: a protracted period with relatively minor cyclical fluctuations and low inflation. For a long time, little attention was given to the fact that, in the end, the Great Moderation brought about a sharp rise in asset prices and debt. In retrospect, it must be concluded that monetary policy was a factor in this because it appeared to operate under the misconception that the Goldilocks scenario of the Great Moderation could be carried forward into the future. In reality, monetary policy obviously set the wrong incentives for the development of asset markets.


    The central banks were able to keep consumer price inflation low in the years prior to the crisis with relatively low interest rates. While they were aided by the reputation that they had established for themselves, the economic tailwind resulting from globalisation also helped in this regard.


    Speculative exaggerations in real-estate markets


    Favourable refinancing conditions, however, had serious side-effects. In combination with lax banking regulation, in some countries they led to overinvestment in housing construction and speculative price bubbles in the real estate market. The old stock market adage, ‘Boom nourishes boom’, can also be observed in the real estate market. At some point, however, doubt emerges surrounding the sustainability of high prices, and even small events can cause the bubble to burst. It is a little like the fairy tale by Hans Christian Anderson, in which everyone was marvelling at the emperor’s new clothes until a small child exclaimed, “but he isn’t wearing anything at all!” whereupon the whole crowd exclaimed, “but he isn’t wearing anything at all!”


    Given the house price bubbles that have burst in the United States, Ireland and Spain, for instance, many are concerned that speculative exaggerations can now also be observed in the German real estate market and that these could, at some point, come to an abrupt end and lead to a rude awakening. But there is currently no sign of a real-estate bubble threatening the stability of the overall financial system. While house prices have risen considerably in Germany in recent years, the price hike is primarily concentrated in towns and cities, especially in large cities such as Munich. Bun­des­bank calculations suggest that housing in towns and cities is now significantly overvalued. We believe that prices are 10 percent to 20 percent higher than the values that could be fundamentally justified. Over­valuations in the trendy neighbourhoods of large cities are likely to go above and beyond that.


    However, real estate prices in fashionable areas are not an indication of what is happening in the rest of the country. For Germany as a whole, there are still no signs of a substantial overvaluation of housing. Furthermore, price dynamics continued to wane substantially last year, while the recent expansion of construction activity is also making itself felt. But there is no dangerous housing bubble in Germany for another reason: the two key ingredients, strong lending growth and rising debt, are missing.


    Speculative exaggerations in the property market combined with growing household borrowing mean that there is a risk of over-indebtedness if prices slump. And that risk is all the greater, the lower the amount of equity households possess. In such cases a crisis in the real estate market can soon develop into a banking and financial crisis, as we have seen in the countries I have mentioned. In Germany, however, we are, firstly, not seeing any especially dynamic growth in credit. It is true that the annual growth rate of loans for house purchase has gone up over the past few years. But, standing at 2½ percent at the moment, this rate is still low – and interest rates for construction are at an all-time low.


    Secondly, the majority of banks still tend to be conservative when it comes to lending. Lending standards have not been eased and the shares of own capital are still quite high on average. A special Bundesbank survey conducted in the final quarter of 2013 and the first quarter of 2014 nevertheless shows a relatively large percentage of loans with a high loan-to-value (LTV) ratio in large towns and cities: in other words, real-estate loans where the amount borrowed is greater than the collateral value. There is therefore a certain vulnerability on the part of banks to a price slump in the real estate market.


    In short, it can be said that watchfulness is indeed appropriate in the German property market, but that alarmism is unwarranted. At all events, borrowers and lenders would be well advised to adhere to conservative standards. The real estate market provides a striking example of how monetary policy influences movements in asset prices. An econometric analysis by the Bundesbank has shown that housing prices in 2014 were, on average, 3½ percent higher than in a scenario where mortgage rates stayed at their 2009 level. Given the stability risks that can be triggered by corrections in the assets markets, thought should be given as to how such risks, which also emanate from other market segments, should be taken into account in monetary policy terms.


    The pivotal question of post-crisis monetary policy


    The pivotal question in future monetary policy will be: “what is your stance on monetary stability?” The Bundesbank defines financial stability as the capacity of the financial system to fulfil its key macroeconomic functions, especially in stress situations and periods of upheaval. Financial stability as a concept is thus much more multi-layered than price stability, which can be measured by a single index: namely, the consumer price index. Financial stability benefits from price stability and, at the same time, financial stability makes it easier to safeguard price stability. We are therefore dealing with different objectives, but not with unrelated aims.


    But who is to take responsibility for financial stability if monetary policymakers already have the task of ensuring price stability? There are a wide range of proposals on that question, ranging from assigning financial stability its own policy field to enshrining financial stability as an autonomous monetary policy objective – alongside price stability as a kind of dual mandate.


    As the crisis has clearly shown, in order to safeguard monetary policy, it is not enough to use prudential supervisory methods to oversee the stability of individual institutions. Anyone who thinks that is the way to safeguard financial stability is failing to see the big picture. As Janet Yellen put it recently, “before the financial crisis” we were “too concerned with the trees in the banking industry and not the forest”. Those responsible for financial stability policy must therefore take a larger view: in other words, of the financial system as a whole.


    Our experience of the crisis thus led to the establishment of a new policy field, one that did not exist prior to the crisis. A newspaper article said that, since the outbreak of the financial crisis, a terrible new term – ‘macroprudential supervision’ – has become fashionable among experts. What is behind that ‘terrible term’, which is not, in my view, a passing fad? The adjective ‘prudential’ has to do with prudence and comes from the Latin word prudentia – and refers to regulation and supervision. The first time the term was used with ‘macro’ as a prefix was in a publication by the Bank for International Settlements (BIS) in 1986, but it is only since the crisis that the term has come into common use. In contrast to microprudential supervision, which looks at particular institutions – the individual trees, as it were – macroprudential supervision focuses on the whole forest: in other words, the functioning of the financial system as a whole. Macroprudential policy thus aims to safeguard the overall stability of the financial system using the instruments of regulation and supervision.


    As a response to the financial crisis, it was decided that the banks should hold more and better equity capital in future. The regulatory framework known as ‘Basel III’ describes how much regulatory capital banks should hold depending on their balance sheet risks. The greater the risk, the higher the minimum regulatory capital – that is the basic rule. At the same time, the possibility of requiring banks to provide for additional capital buffers was introduced if that should be necessary from the perspective of financial stability. With countercyclical capital buffers, the banks can be urged to form additional regulatory capital if macroeconomically excessive growth in credit can contribute to a systemic risk. This means that, in this instance, an instrument of banking regulation is being used to safeguard the stability of the financial system.


    Institutional structures for macroprudential supervision have now been created at both the national and European levels. The European Systemic Risk Board (ESRB) is hosted and supported by the ECB. The key task of the ESRB is the early identification of risks in the European financial system. In 2013, the German Act on Monitoring Financial Stability (Financial Stability Act) entered into force, which transferred the task of macroprudential supervision to the Financial Stability Committee, which comprises representatives of the Bundesbank, the German Federal Ministry of Finance, BaFin and the Federal Agency for Financial Market Stabilisation (FMSA). The Financial Stability Committee can issue warnings and recommendations.


    Using Bundesbank analyses, the Financial Stability Committee is concerned with the risks to financial stability emanating from the real-estate market. The Committee is currently investigating what specific instruments should be additionally created and how they should be designed in preparation for any contingency. This relates, for example, to creating the legal basis for limiting the share of borrowed capital in real-estate financing. This means that the toolbox has to be assembled. In view of the risk assessment that I have just given, however, it is not necessary to deploy those instruments at present. As the youngest player in macroprudential supervision, there is now also Euro­pean banking supervision, which even has the right to tighten adopted national macroprudential measures. Generally, however, responsibility for macroprudential policy remains with the member states.


    Even although the development of macroprudential instruments still represents work in progress, the question arises as to whether this means that monetary policymakers can be absolved of responsibility for financial stability. My answer is ‘no’, since monetary policy measures and macroprudential measures can indeed complement each other, but can also come into conflict with each other.


    The Head of Research at the BIS, Professor Hyun Song Shin, describes such a conflict when he says that there is – to put it mildly – a certain tension between an accommodative monetary policy and a restrictive macroprudential policy. According to the professor, a macroprudential policy operates, for example, by attempting to limit lending and the assumption of risks – above all via banks. An accommodative monetary policy, by contrast, has the explicit objective of increasing lending and bolstering risk appetite – and has a broader impact on the financial markets.


    In terms of the euro area, one of the key advantages of macroprudential policy is that it can be used to specifically counteract unsound national developments that cannot be addressed by the single monetary policy. Regardless of whether it is intentional or merely a side-effect, monetary policy influences the appetite of financial market participants for risk and, thus, by extension, affects financial stability.


    Let us consider an accommodative monetary policy scenario for a moment. If investors have certain nominal expectations about future returns, they are compelled by a low-interest-rate environment to assume greater risks in their ‘search for yield’. In addition, a monetary policy that is asymmetrical – in other words, which reacts one way to financial market gains and another way to losses – actually affects the risk propensity of financial market participants.


    Indeed, a monetary policy that reacts very quickly to a burst bubble by substantially lowering interest rates in order to limit the macroeconomic consequences, yet is slow to counteract the development of such bubbles because the rise in asset prices has not yet filtered down to higher consumer prices, facilitates moral hazard behaviour in the financial markets. When that is the case, monetary policy resembles an insurance policy that limits the exposure of market participants.


    The relationship between monetary policy and macroprudential policy


    There are various views on what the proper relationship between monetary policy and macroeconomic policy should be, depending on how significant one considers the risk-taking channel of monetary policy to be.2 According to a rather idealised perspective, the tasks of the two policy areas should be clearly separated from one another: separate objectives and separate instruments. This perspective ascribes little importance to the risk-taking channel.


    Even according to an extended perspective, macroprudential policy should, to a certain extent, be the first line of defence against financial stability risks. How­ever, as financial stability risks probably cannot be eliminated through macroprudential instruments alone, monetary policy should, from this perspective, extend its time horizon and take into account the longer-term effects of financial imbalances on price trends in order to ensure price stability in the long term. According to an integrated view, the risk-taking channel is so significant that separating the two policy areas is anathema. According to this perspective, which certainly represents the most radical departure from the pre-crisis consensus, monetary policy should provide a powerful preventative contribution to ensuring financial stability and should dovetail closely with macroprudential policy. Both the extended and integrated perspective therefore regard monetary policy as having a joint responsibility for financial stability, and there are indeed good arguments for this view.


    However, a strong role for monetary policy also presents considerable challenges:


    
      	We still do not fully understand the interactions between monetary policy and macroprudential policy, especially since we simply have too little practical experience of the new macroprudential policy instruments.


      	Monetary policy’s main instrument, interest rates, is not particularly suitable for counteracting regional or sectoral imbalances in assets markets. Changes to interest rates influence the entire financial and economic system, acting like a sledgehammer when a scalpel is needed.


      	Joint responsibility for financial stability could harbour risks for the credibility of monetary policy if it leads to conflicting objectives. This makes the communication of monetary policy decisions even more complex, especially as financial stability is not nearly as easy to operationalise as price stability.


      	Extending the mandate of monetary policy jeopardises central bank independence, which is precisely what is supposed to prevent it from losing sight of its price stability objective.

    


    Against this background, conferring ever more responsibility on central banks is not without problems.


    Conclusions


    Before I come to the end of my speech, I would like to hazard some conclusions on this topic. They are, of course, only preliminary conclusions, as the debate on the appropriate role for monetary policy in ensuring financial stability has not been definitively concluded. Nevertheless, some points are already clear. Financial stability should primarily be secured via macroprudential policy. The instruments necessary for this need to be developed as soon as possible and their interactions with monetary policy must be subjected to an in-depth examination.


    At the same time, monetary policymakers must take into account the effects of financial imbalances on price stability as part of their mandate. I am therefore probably a proponent of the extended perspective and am well-disposed to the approach taken by the BIS. However, financial stability should not be placed on a par with price stability as an objective of monetary policy.


    Monetary policymakers should make monetary policy more symmetrical over the course of the financial cycle by taking the financial cycle into account in their decisions. Financial cycles last longer than economic cycles, on average between eight and 30 years. In other words, if monetary policymakers are aware of the effects of monetary policy on financial stability and the resulting feedback effects on price stability, monetary policy will tend to be tighter in upturn periods than would be required by short-term inflation alone. Claudio Borio, chief economist at the BIS, says that the more you concentrate on the long-term perspective, the more price stability and financial stability complement each other and the less they contradict each other.


    With its two-pillar strategy, the Eurosystem has, in effect, an analytical framework that can be used to take financial market developments into account. The data on money and credit developments provide valuable clues about the longer-term price-stability risks that may arise from imbalanced financial market developments. However, more must be done before monetary analysis can be used as a reliable early warning system for identifying the longer-term price risks posed by financial imbalances.


    At the start of my speech I used the imagery of a starter and a main course. As we all know, both courses meet in the stomach and must be digested together. The question that must be asked at this juncture is how monetary policymakers should deal with the financial stability risks that stem from the current ultra-loose monetary policy. In my view, monetary policymakers should not be allowed to simply shrug their shoulders if there are signs of speculative exaggerations in the asset markets. The substantial, and in some cases rapid, rise in prices in European equity and bond markets in previous weeks and months points to a highly increased risk appetite, which we as central banks must watch carefully.


    At the same time, the risks to financial stability from the protracted low-interest-rate environment may not be limited to asset markets alone. Because this low-interest-rate environment depresses the earnings situation of banks and insurance companies, it increases the risk of instability the longer it continues. It is therefore all the more important that financial institutions continue to improve their capitalisation and critically scrutinise their business models.


    Endnotes


    
      
        1 Deutsche Bundesbank. Speech made at the ‘Munich Seminar’ organised by the CESifo Group and Süddeutsche Zeitung in Munich on 25 March 2015.

      


      
        2 For a more detailed account of the three perspectives, which not only differ with regard to the assessment of the risk-taking channel, see Deutsche Bundesbank (2015), “Die Bedeutung der makroprudenziellen Politik für die Geldpolitik”, Monthly Report, March.

      

    

  


  


  
    Climate Notes: The Dynamics of Oil Price Shocks and Speculation


    Marc Gronwald1 and Jana Lippelt2


    In the wake of the July 2008 oil price episode – during which oil prices reached a record level of over 140 US dollars per barrel – a heated debate emerged in both public and academic spheres as to whether this oil price increase was caused by ‘speculation’. This article summarizes this debate.3


    For many observers in the broader public the role of speculation seems to be obvious: the oil price increase observed after 2002 coincided with the so-called financialization of the oil futures markets – a considerable increase in liquidity in oil futures markets and the increasing importance of non-commercial traders. The claim that this financialization caused the oil price increase is referred to as ‘Masters hypothesis’, named after the fund manager Michael W. Masters (see Masters and White 2008).


    Academic observers, however, tend to take a different view. The majority of empirical studies investigating this issue do not find evidence of index funds positions having an impact on oil price changes; see e.g. Irwin and Sanders (2012). Irwin and Sanders test the Masters hypothesis directly using data on traders’ positions provided by the Commodity Futures Trading Commission (CFTC). They apply various empirical techniques, including Granger causality tests; but do not find empirical support for the Masters hy­pothesis.


    A number of other papers address this issue from a macro perspective. Hamilton (2009), for instance, argues that “a low price elasticity of demand and the failure of physical production to increase, rather than speculation per se, should be construed as the primary cause of the oil shock of 2007-08”. Kilian and Murphy (2013) specifically analyse the oil inventory channel. Their empirical analysis uses global crude oil production data, a measure of global real activity, the real price of crude oil, and change in oil inventories above the ground. They identify four different types of shocks: an oil flow supply shock, an oil flow demand shock, a residual oil demand shock, and, most importantly, a speculative demand shock. This last shock is defined as a shock to the demand for “above-ground oil inventories arising from forward-looking behaviour not otherwise captured by the model”. The core finding that emerges from their paper is that the 2003–2008 oil price surge “was caused by unexpected increases in world oil consumption driven by the global business cycle.” However, the authors also show that during oil price episodes in 1979 and 1986, as well as in 1990, “speculative demand shocks played an important role”. Indeed, the authors calculate that about “one third of the price increase from July to August of 1990 was caused by speculative demand shocks”.


    Juvenal and Petrella (2014) extend Kilian and Murphy’s (2013) analysis by using a large-scale econometric model that captures the bulk of aggregate information of a very large dataset consisting of macro-financial data as well as commodity prices. Their main finding is that global demand shocks account for the largest share of oil price fluctuations, but speculative shocks are the second most important driver. In addition, their historical decomposition of oil prices for the period 2004-2010 shows that speculative shocks accounted for around 15 percent to the oil price increase between 2004 and mid-2006. Between 2007 and 2008 the contribution of speculative shocks was found to be considerably smaller. Morana (2013) applies a similar empirical approach consisting of two blocks of variables: one ‘global’ block capturing macro-financial as well as oil market demand-and-supply side variables; and a ‘local’ block capturing macro-financial variables for a number of individual countries. Overall, the paper finds that financial shocks exercise a remarkably strong influence: 44 percent out of the 65 percent price increase between 2004 and 2010 are attributable to financial shocks. The 2007-2008 oil price swing, however, is found to have macroeconomic drivers.


    The survey of this literature by Fattouh et al. (2013) concludes that “the co-movements between spot and futures prices reflect common economic fundamentals rather than the financialization of oil futures markets”. The authors conclude with the statement that “one of the problems in this literature and, more importantly, in the public debate about speculation is that it is rarely clear how speculation is defined and why it is considered harmful to the economy”. It is generally hard to disagree with this statement, but there nevertheless seems to be one issue which – somewhat surprisingly – is not very present in this discussion.


    Figure 1 presents the economic importance of oil production across countries. It displays the value of crude oil production 2012 in relation to each country’s gross domestic product of the same year; and clearly shows that crude oil production is not particularly important for most countries.. For a small number of oil exporting countries, however, a different picture emerges: the ‘usual suspects’ in the Middle East, plus some African countries as well as Venezuela, exhibit considerably larger economic dependency on crude oil production. The brief summary of the literature provided above suggests that speculative activity generally can influence crude oil prices. The quantifications of the influence of speculative activity show that this can be relatively strong. Oil exporting countries therefore stand to be considerably affected by ‘speculative’ oil price fluctuations.


    
      Figure 1

      Value of annual oil production measured by gross domestic product (%)
[image: oel_wichtigkeit_engl-ohnetext.jpeg]

      Sources: World Bank (2014); EIA (2014) – International Energy Statistics; Federal Reserve Bank of St. Louis (2014)

    


    The political relevance of the economic value of oil production and oil resources was highlighted recently in the context of the Scottish independence referendum. The Scottish crude oil resources featured prominently in this debate, and the extent to which the Scottish economy benefits from these resources was emphasized virtually on a daily basis. At the same time, however, it has also been argued that this resource dependency is also accompanied by a considerable degree of uncertainty. The development of the price of crude oil would certainly have been an essential driver of the development of an independent Scotland.
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        1 University of Aberdeen.

      


      
        2 Ifo Institute.

      


      
        3 It is worth noting that the academic papers discussed in this article provide explicit definitions of the term speculation. It falls outside the scope of this short article to discuss these definitions in greater detail. The interested reader is referred to the original papers.

      

    

  


  
    
      Financial conditions in the euro area
[image: 8997.png]

      In the three-month period from December 2014 to February 2015 short-term interest rates decreased: the three-month EURIBOR rate declined from 0.08% in December 2014 to 0.05% in February 2015. The ten-year bond yields also decreased from 0.54% to 0.32% in the same period. The yield spread reached 0.28% in February 2015, down from 0.46% in December 2014.
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      The German stock index DAX increased in March 2015, averaging 11,966 points compared to 11,402 points in February 2015. The Euro STOXX also grew from 3,599 to 3,697 in the same period of time. On the other hand, the Dow Jones International decreased, averaging 17,776 points in March 2015, compared to 18,133 points in February 2015.
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      The annual growth rate of M3 increased to 4.0% in February 2015, from 3.7% in January 2015. The three-month average of the annual growth rate of M3 over the period from December 2014 to February 2015 also increased to 3.8%, compared to 3.5% in the period from November 2014 to January 2015.
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      Between April 2010 and July 2011 the monetary conditions index remained rather stable. This index then continued its fast upward trend since August 2011 and reached its peak in July 2012, signalling greater monetary easing. In particular, this was the result of decreasing real short-term interest rates. In January 2015 the index continued its upward trend, initiated in May 2014.

    

  


  
    
      EU survey results
[image: 8716.png]

      According to the second Eurostat estimates, GDP grew by 0.3% in the euro area (EA18) and by 0.4% in the EU28 during the fourth quarter of 2014, compared to the previous quarter. In the third quarter of 2014 the growth rates were 0.2% and 0.3%, respectively. Compared to the fourth quarter of 2013, i.e. year over year, seasonally adjusted GDP rose by 0.9% in the EA18 and by 1.3% in the EU28 in the fourth quarter of 2014.
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      In March 2015 the Economic Sentiment Indicator (ESI) improved in both the euro area (+1.6 points to 103.9) and the EU28 (+0.9 points at 106.1). In both the EU28 and the EA18 the ESI stands above its long-term average.

    


    
      [image: 8762.png]

      In March 2015, the industrial confidence indicator increased by 0.3 in the EU28 and by 1.7 in the euro area (EA18). More strongly the consumer confidence indicator improved by 2.6 in the EU28 and by 3.0 in the EA18.


      * The industrial confidence indicator is an average of responses (balances) to the questions on production expectations, order-books and stocks (the latter with inverted sign).


      ** New consumer confidence indicators, calculated as an arithmetic average of the following questions: financial and general economic situation (over the next 12 months), unemployment expectations (over the next 12 months) and savings (over the next 12 months). Seasonally adjusted data.
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      Managers’ assessment of order books reached –11.2 in March 2015, compared to –12.7 in February 2015. In January 2015 the indicator had amounted to -11.9. Capacity utilisation reached 81.0 in the first quarter of 2015, slightly increased from 80.4 in the fourth quarter of 2014.

    

  


  
    
      Euro area indicators
[image: 8468.png]

      The Ifo Economic Climate Indicator for the euro area (EA18) rose to 112.7 points in the first quarter of 2015, from 102.3 points in the fourth quarter of 2014. It is now above its long-term average of 106.1 points. Assessments of both the current economic situation and of the six-month economic outlook brightened. There are signs of an economic recovery in the euro area.
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      The exchange rate of the euro against the US dollar averaged approximately 1.11 $/€ between January 2015 and March 2015. (In December 2014 the rate had amounted to around 1.22 $/€.)
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      Euro area (EA18) unemployment (seasonally adjusted) amounted to 11.3% in February 2015, down from 11.4% in January 2015. EU28 unemployment rate was 9.8% in February 2015, also down from 9.9% in January 2015. In February 2015 the lowest unemployment rate was registered in Germany (4.8%) and Austria (5.3%), while the rate was highest in Greece (26.0%) and Spain (23.2%).
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      Euro area annual inflation (HICP) was –0.3% in February 2015, up from –0.6% in January 2015. A year earlier the rate had amounted to 0.8%. Year-on-year EA18 core inflation (excluding energy and unprocessed foods) increased to 0.67% in February 2015, from 0.57% in January 2015.
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