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1 Introduction

The ongoing debate concerning the revision of the 1988 Basel Capital Accord —
the so called Basel I — has attracted much international attention and is being
carefully followed by researchers, policy makers and the financial community.
The proposed new Accord — Basel II — is likely to be implemented in 2006, and
it is hoped that the revised Accord will enhance banks’ incentives to control
their risk exposure. Although it is widely believed that Basel II would promote
financial stability, several concerns about its impact on macroeconomic stability
have been voiced. In particular, the implications of the proposed regulatory
change for banks’ loan supply and the monetary transmission mechanism are
not yet fully understood.
Since the introduction of Basel Capital Accord in 1988, several empirical pa-

pers have examined the link between bank capital and lending in different coun-
tries. Many of them have found evidence of “capital crunch”, whereby banks
subjected to capital adequacy requirement curtail their lending in response to a
negative shock to their regulatory capital. In the American case, the analysis of
cross-sectional, state-by-state data on bank loans by Bernanke and Lown (1991)
reveals that banks’ capital-to-asset ratio had a positive impact on loan growth
during 1990-91, even after controlling for economic activity. Similarly, Peek
and Rosengren (1995) find that for the period of 1989:I to 1992:II, banks in
New England which were subjected to formal regulatory action curtailed their
loans more sharply than those which were not. For the Japanese case, the
panel data analysis of 85 banks for the period of 1990-92 by Ito and Nagataki
Sasaki (1998) shows that the risk-based capital requirement constrained lending
by internationally active banks which were subject to a more stringent capital
adequacy regulation.2 Peek and Rosengren (1997) also report that a decline
in the capital-to-asset ratio of Japanese parent banks led to a fall in lending by
their American branches. More recently, Choi (2000) finds evidence that the
recent imposition of 8% capital adequacy requirement on Korean banks has led
to a decline in bank lending.
Given this accumulation of evidence on the impact of capital adequacy regu-

lation, it is somewhat surprising that little progress has been made in developing
a theoretical framework in which the macroeconomic implications of financial
regulations can be assessed. Furthermore, the issue of how the capital adequacy
requirement affects the monetary transmission mechanism has been largely ig-
nored in the literature, despite the flourishing research which examines the role
of the financial sector in the transmission of monetary policy. As a conse-
quence, there exists no obvious model in which such policy issues surrounding
the introduction of Basel II can be analyzed.
This paper is an attempt to fill this gap in the literature. Its primary

objective is to examine the macroeconomic implications of the existing capital
adequacy regulation (Basel I) and the proposed regulatory change (Basel II).
In so doing, this paper will address two related, yet distinct issues concerning

2Japanese banks with international operations must maintain a capital-to-risk asset ratio
of 8%, while banks with domestic operations are required to maintain 4% only.
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the banking sector. First, using a microeconomic framework, it will determine
the effect of capital adequacy regulation on banks’ loan supply. Second, the
paper will embed this microeconomic model into a general equilibrium frame-
work, and analyze the role of the banking sector in the monetary transmission
mechanism. A simple extension of this model will be used to highlight the
potential macroeconomic side-effects of Basel II. In order to focus the analysis
on the impact of Basel Accord on the monetary transmission mechanism, this
paper will take the regulation as given.3

Currently, there are only a handful of papers which examine the effect of bank
capital adequacy regulation on the monetary transmission mechanism using
a formal framework. Blum and Hellwig (1995) analyzes the macroeconomic
impact of capital adequacy regulation, but they do not consider its implications
for monetary policy. This paper is perhaps most closely related to Bolton and
Freixas (2000), Chami and Cosimano (2001) and Van den Heuvel (2002), which
develop models of monetary transmission mechanism with a bank sector facing
capital adequacy regulation. In all three papers, a contractionary monetary
policy lowers the net interest margin and hence bank capital, which in turn
reduces bank lending. In the static model developed by Bolton and Freixas
(2000), a contractionary monetary policy reduces the net interest margin and
hence the profitability of loans. This reduces banks’ incentive to issue new
equity to finance new loans, so that a monetary contraction constrains bank
lending. On the other hand, bank lending is not affected by monetary policy
if bank capital is fixed, since the level of lending is determined by the binding
capital constraint. Similarly, in Chami and Cosimano (2001), monetary policy
affects the banks’ capacity to lend, by influencing their level of capital. If the
loan market is imperfectly competitive, a monetary contraction reduces the net
interest margin, so that it reduces the supply of future loans and the probability
that the capital constraint will bind during the next quarter. Consequently, if
banks are subject to a capital adequacy requirement, they will hold less equity
this quarter and reduce lending next quarter. Using a dynamic model, Van den
Heuvel (2002) argues that a contractionary monetary policy lowers bank profits
by squeezing the net interest margin, and hence reduces bank capital which
is assumed to be internally generated. Again, monetary policy affects bank
lending through its impact on bank capital — a process which he calls “bank
capital channel”. Hence, all three papers focus on the effect of monetary policy
on bank lending via its effect on bank capital.
In contrast to their approach, this paper focuses on the direct impact of

monetary policy on bank loans through the conventional interest rate channel,
and considers how the level of bank capital and the stringency of capital ade-
quacy regulation affect the responsiveness of bank loans to changes in monetary
policy. This paper will demonstrate that the level of bank capital and the strin-
gency of capital adequacy regulation affect the interest elasticity of loan supply,
which in turn determines the slope of the IS curve. Hence, the behaviour of

3For a welfare assessment of capital adequacy regulation, see inter alia Dewatripont and
Tirole (1993) and Diamond and Rajan (2000).
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the banking sector determines the strength of the monetary transmission mech-
anism through the slope of the IS curve. This is in contrast to the theory of
bank lending channel, which suggests that the IS curve shifts in response to a
monetary shock, if bank loans play a special role in the economy.4

The rest of this paper is organized as follows. Section 2 will develop a styl-
ized microeconomic model to analyze banks’ optimal loan supply when they face
capital adequacy regulation. In Section 3, this microeconomic model is embed-
ded into a general equilibrium framework in order to examine the implications
of capital adequacy regulation for the monetary transmission mechanism. Sec-
tion 4 will then extend the model to analyze the potential impact of the New
Basel Accord. Section 5 concludes.

2 The Optimal Loan Supply

This section will assess the impact of bank capital and capital adequacy regula-
tion on lending, using a simple static model of a representative bank. Presently,
banks with international operations are regulated by BIS capital adequacy reg-
ulation set out in the Basel Capital Accord, and they are required to maintain
a minimum of 8% capital-to-risk-weighted-asset ratio, such that:5

capital (= Tier I + Tier II)

risk weighted assets
> 8% (1)

The capital regulation considered here is a simplified version of BIS cap-
ital adequacy regulation, given by (1). In the subsequent section, the mi-
croeconomic model developed here will be embedded in a general equilibrium
framework, in order to analyze the implications for the monetary transmission
mechanism.

2.1 The Model

Consider a simple two date model (t = 1, 2) with a risk-neutral representative
bank facing a competitive market. In this model, the bank collects deposits
and invests in assets at date t = 1. At date t = 2, the return on all assets
are realized, and the bank is audited by the regulator. The balance sheet of a
representative bank at date t = 1 can be described as follows:

4Elsewhere, I have argued that the theory of bank lending channel is based on mutually
inconsistent assumptions. See Tanaka (2002a).

5 The numerator of this ratio, capital, is classified into Tier I and Tier II capital: The
former consists of equity capital, while the latter consists of assets close to equity capital, such
as subordinated debt. In many countries, capital gains or losses on bank assets — such as
securities, land and real estate — are included as part of Tier II capital. Under the BIS capital
regulation, banks are required to maintain at least 4% of Tier I capital-to-risk-weighted-asset
ratio.
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Assets Liabilities
res = reserves d = deposits
l = loans
b = government bonds
...................... ......................
c = other assets k = capital

Each bank holds only the minimum required reserves, res = τd, where
τ is the required reserve ratio. At date t = 1, the bank decides how to optimally
allocate its deposits between loans and bonds, after taking aside the required
reserves. The bank is assumed to invest all of its capital into a combination of
other assets, c, so that k = c. Assume that the bank cannot raise additional
capital at will, so that k is assumed to be fixed in this model. Hence, the bank’s
balance sheet constraint is given by l + b = (1− τ)d.

The bank faces capital adequacy requirement, k0 (0 6 k0 6 1), such
that it will face a regulatory penalty, V , if its capital-to-risk asset ratio is found
to be below the requirement at the time of audit (t = 2). The regulatory
capital, kR, which is the numerator of the capital-to-risk asset ratio, is a sum
of the bank’s equity capital, k, and the capital gains (or losses) on assets c,
given by ε. ε can be thought of as the component of Tier II capital — such as
capital gains on securities, land and real estate held by banks — which fluctuates
with market conditions. Here, we assume that, ex ante, ε is independently and
symmetrically distributed around a zero mean, so that the regulatory capital is
given by:

kR = (1 + ε)k where ε ∼ iid(0, σ2)

Assume further that the actual value of the capital gain (or loss) is realized at
date t = 2, so that Et=1(k

R) = k. So the bank in this model chooses d∗, l∗,
and b∗ in period t = 1, before the actual value of the capital gain is realized at
date t = 2.
Since the bank is audited at date t = 2, after d∗, l∗, and b∗ are chosen and

the actual value of the capital gain or loss, ε, is realized, it will face a regulatory
penalty V if its capital-to-risk asset ratio is found to be below the requirement
at the audit, i.e. if kR

l < k0. This “penalty condition” can also be expressed
as:

k0
kR

l

=
k0l

kR
> 1

Note that k0 = 0 signifies absence of capital adequacy regulation. Since kR has
a random component, ε, there is, ex ante, always a positive probability, denoted
as q (0 6 q 6 1), that the bank will be penalized at date t = 2. Given this
set-up, the ex ante probability of facing a regulatory penalty, denoted as q

¡
k0l
k

¢
,

is a positive function of k0l
Et=1(kR)

= k0l
k , where q

0 > 0. Assume further that the
second derivative of q is a positive constant (q00 > 0, q000 = 0). Note that q00 > 0
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implies that the ex ante probability of facing a regulatory penalty increases at
an accelerating rate as the bank’s capital-to-asset ratio approaches the required
ratio.6

The bank chooses its asset allocation and the deposit intake at date t = 1
by maximizing its expected profit. Let rL and rB be the contractual return on
loans, and the return on bonds. Furthermore, let p be the ex ante probability
of borrower default; and assume that in the event of a default by the borrower,
the bank receives zero payoff in period t = 2. p can then be thought of as
a proxy for aggregate credit risk, which is exogenously determined by business
cycles. Let rD be the interest rate paid on deposits, and rK be the cost of
capital, which is assumed to be fixed. The combination of assets, c, yields
return ρ which is a combination of a fixed return, rC , and capital gain or loss, ε,
which, ex ante, has zero mean. Hence, the actual return realized at date t = 2
on the combination of these assets is ρ = rC + ε, where Et=1(ρ) = rC . We
expect that in a capital market equilibrium, rC = rK , so that capital yields zero
returns on average. For notational simplicity, we denote the expected profit as
π (= Et=1(πt=2)).
Given this set-up, the bank’s objective function at time t = 1 can be written

as:

Max π = (1− p)rLl + rBb+ rCc− rDd− rKk − q

µ
k0l

k

¶
V (2)

s. t. l + b = (1− τ)d (3)

Since rCc = rKk, (2) can be simplified. Substituting the constraint (3) into
(2), the above can be rewritten as:

Max π = (1− p)rLl + rB [(1− τ)d− l]− rDd− q

µ
k0l

k

¶
V (4)

The profit-maximizing conditions are given by the following equations:

∂π

∂l
= rL(1− p)− rB −

µ
k0
k

¶
q0V = 0 (5)

∂π

∂d
= rB(1− τ)− rD = 0 (6)

Hence, (5) gives the optimal level of loans. Assuming that the banking sec-
tor consists of n identical banks, the equilibrium interest rate on deposits rD∗

satisfies (6), so that rD∗ is given by:

6Note that this assumption can be justified if ε is not uniformly distributed, but its pdf is
downward sloping to the left of its mean, E(ε) = 0. For instance, if the distribution of ε is
symmetric and concentrated around the mean, this assumption is justifiable.
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rD∗ = rB(1− τ) (7)

Hence, banks issue deposits elastically at this given interest rate on deposits.
The equilibrium quantity of deposits is determined by the money market equilib-
rium, which will be modelled subsequently in a general equilibrium framework.

2.2 The Analysis

2.2.1 The Optimal Loan Supply

The optimal portfolio l∗ solves the first order condition (5). Using the second
order sufficient condition,

∂2π

∂l2
= −

µ
k0
k

¶2
q00V < 0 (8)

and noting that q0 > 0 and q00 > 0 by assumption, the determinants of the bank’s
optimal loan supply are given by the following comparative statics results:

dl∗

dk
=

µ
1

k0

¶Ã
q0 + k0l

k q00

q00

!
> 0 (9)

dl∗

dk0
= −

µ
k

k20

¶Ã
q0 + k0l

k q00

q00

!
< 0 (10)

dl∗

dp
= −

µ
k

k0

¶2
rL

q00V
< 0 (11)

dl∗

dV
= −

µ
k

k0

¶
q0

q00V
< 0 (12)

dl∗

drL
=

µ
k

k0

¶2
(1− p)

q00V
> 0 (13)

dl∗

drB
= −

µ
k

k0

¶2
1

q00V
< 0 (14)

The results above clarify the determinants of banks’ loan supply. (9) and
(10) explain the empirically observed phenomenon of “capital crunch”. A
fall in capital or an increase in the capital adequacy requirement increases the
probability of facing a regulatory penalty for any given level of loan supply.
Hence, banks contract their loan supply, in order to reduce their risky asset
holdings. Similarly, (12) is consistent with the empirical evidence given by
Peek and Rosengren (1995). Since an increase in the severity of the penalty
increases the cost of violating the regulation, the bank curtails its loans in order
to reduce its risk asset. (11) shows that a rise in credit risk reduces banks’ loan
supply — an intuitive result.
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In the subsequent general equilibrium analysis of monetary transmission
mechanism, the results (13) and (14) play an important role. As (14) illustrates,
an increase in the bond rate makes loans less profitable relative to bonds, so that
banks will try to hold less loans and more bonds. Hence, if banks’ loan supply
plays a role in determining the level of aggregate investment, the degree to which
the monetary policy affects the output depends on the interest elasticity of loan
supply with respect to rB and rL.

2.2.2 The Interest Elasticity of Loan Supply

It can be shown that if banks face capital adequacy regulation, its stringency
and the level of bank capital determine the interest elasticity of loan supply.
Using the results obtained previously, it is straightforward to demonstrate that:

∂2l∗

∂rB∂k
=

³
∂3π
∂2l∂k

´³
dl∗
drB

´
− ¡∂2π∂l2

¢ < 0 (15)

and

∂2l∗

∂rL∂k
=

³
∂3π
∂2l∂k

´³
dl∗
drL

´
− ¡∂2π∂l2

¢ > 0 (16)

Using similar methods, it can also be shown that:

∂2l∗

∂rB∂k0
=

³
∂3π

∂2l∂k0

´³
dl∗
drB

´
− ¡∂2π∂l2

¢ > 0 (17)

and

∂2l∗

∂rL∂k0
=

³
∂3π

∂2l∂k0

´³
dl∗
drL

´
− ¡∂2π∂l2

¢ < 0 (18)

Proposition 1 A fall in bank capital or an increase in the capital adequacy
requirement will make the optimal loan supply less sensitive to changes in the
interest rates.

Proof. See Appendix.

Figure 1 illustrates this effect graphically. The intuition behind this result is
simple. If banks’ capital-to-asset ratio is very close to the required ratio, loans
are insensitive to a fall in bond rate (or a rise in interest rate on loans), since
banks do not have the ability to increase their risky asset holdings. Hence, a
fall in bond rate (or a rise in interest rate on loans) will not lead to a significant
increase in loans, because banks want to maintain their safe asset holdings so as
not to violate the capital requirement. In the general equilibrium framework
developed subsequently, the above results play an important role in illustrating
how the conditions of the banking sector determine the slope of the IS curve,
which in turn affects the strength of the monetary transmission mechanism.

8



,

l0
*

l1
*

rb

l

rb

Figure 1: The effect of a fall in regulatory capital or an increase in required
capital-to-asset ratio on loan supply (l, rb)

3 The Monetary Transmission Mechanism

This section will consider the effect of banks’ behaviour on the monetary trans-
mission mechanism, by making use of the results derived in the previous section.
I will develop a general equilibrium model similar to that of Bernanke and Blin-
der (1988), in which the interest rate on loans affects aggregate investment. An
important modification, however, is that the monetary transmission only op-
erates through the usual interest rate channel. Monetary policy affects bank
loans by altering the bond rate, which in turn affects the interest rate on loans
— and not through changing the size of banks’ portfolio for a fixed interest rate
on bonds, as in Bernanke and Blinder (1988).7 Hence, in this model, there
is no bank lending channel; instead, it will be shown that bank capital and
capital adequacy regulation play a role in shaping the IS curve by affecting the
interest elasticity of loan supply. Since the slope of the IS curve determines the
magnitude of output change produced by a given shift in the LM curve, banks’
behaviour has an important consequence on the effectiveness of monetary policy,
even though it operates through the conventional interest rate channel only.

3.1 The General Equilibrium Model

Suppose that there are three assets in the economy — money (deposits), bonds
and loans — so that the general equilibrium consists of equilibria in three markets:

7This modification is based on the criticism that the assumptions of their model are mu-
tually inconsistent (Tanaka 2002a).

9



the money market, the goods market and the loan market.8 Assume that there
is no cash in the economy, so that the money supply consists of bank reserves,
R, and the money demand consists of households’ demand for deposits, D(y,
δ), where y is the aggregate output, and δ is the spread between interest rates
on bonds and deposits, δ = rB − rD.9 Since the equilibrium interest rate on
deposits is given by (7), δ∗ = τrB. Assume that ∂D

∂y > 0 and ∂D
∂rB < 0. Hence,

the money market equilibrium condition can be described as:

R = τD(y, δ∗) = τD(y, τrB) (19)

Equation (19) is the conventional LM curve, which determines rB and D∗

that clears the money market. An expansionary monetary policy reduces rB

(and hence δ) and increases deposits, as the money market equilibrium moves
down along a fixed money demand curve. Hence, bank lending channel does
not arise in this model, since (19) does not imply that the quantity of banks’
loanable funds increases for any given rB.
By totally differentiating (19) with respect to rB, the slope of the LM curve

can be obtained: µ
dy

drB

¶LM
= −τ

µ
∂D∗

∂y

¶−1
∂D∗

∂rB³
dy
drB

´LM
> 0, so that the LM curve is upward sloping.

The loan market equilibrium is given by

LS(rB, rL, p, K, k0, V ) = LD(rB, rL) (20)

where LS and LD are the aggregate loan supply and loan demand, respectively.
Assuming that the economy consists of n identical banks (i = 1...n), the aggre-
gate loan supply is given by the sum of l∗i , LS(.) =

Pn
1 l
∗
i , where l

∗
i solves (5) for

bank i. Assume that the cost of non-bank finance available to firms depends on
rB , so that ∂LD

∂rB > 0 and ∂LD

∂rL < 0. Hence, (20) determines the market clearing
level of loans and interest rate on loans, rL∗.
Finally, the goods market equilibrium is given by:

I(rB, rL∗) +G = S(y, rB, rD) (21)

where I(rB, rL∗) is the investment, G is the government expenditure, and
S(y, rB, rD) is the savings, such that ∂I

∂rB < 0, ∂I
∂rL∗ < 0, ∂S

∂y > 0, ∂S
∂rB > 0

and ∂S
∂rD > 0. Note that unlike the conventional IS curve, rL∗ enters explicitly

in the investment function. The implicit assumption here is that loans and
bonds are imperfect substitutes in the firms’ liabilities, so that bank loans play
a special role in the economy.10

8Here, we will not consider the behaviour of capital markets; in effect, suppressing it by
Walras’ Law.

9Note that since there is no cash in the economy, the return on money is given by rD , so
that δ is the return on bonds relative to that on money.
10This assumption is consistent with the empirical evidence. See Gibson (1995), Hoshi et

al. (1991), Hubbard et al. (2000) and Sekine (1999), inter alia.
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The slope of the IS curve can be obtained by totally differentiating (21) with
respect to rB:

µ
dy

drB

¶IS
= −

µ
∂S

∂y

¶−1 ·
∂S

∂rB
+ (1− τ)

∂S

∂rD
−
µ

∂I

∂rB
+

∂I

∂rL∗
drL∗

drB

¶¸
(22)

Hence,
³

dy
drB

´IS
< 0, so that we have a downward sloping IS curve. Unlike

the conventional IS curve, its slope depends not only on rB , but also on rD and
rL. This illustrates the assumptions implicit in the “money view”, namely that
bonds and deposits are perfect substitutes as a means of saving, and that loans
and bonds are perfect substitutes in firms’ liabilities. Also note that unlike
the conventional IS curve, any shocks to the banking sector that changes the
level of loan supply for any given rB will shift the IS curve. Examples of a
positive shock to the banking sector that would shift out the IS curve include
an increase in banks’ equity capital, a relaxation of capital adequacy regulation,
an exogenous fall in credit risk, and a mitigation in regulatory penalty — all of
which have a positive effect on loan supply for any given rB, as shown by the
previous analysis in Section 2.

3.2 The Impact of Capital Adequacy Regulation

Equation (22) illustrates that the IS curve is flatter in the (y, rB) space when
the term ∂I

∂rL∗
drL∗
drB is larger. The size of ∂I

∂rL∗ depends on the substitutability
of bank loans with other sources of finance for firms, so that the size of this
term is small if firms can easily find an alternative source of funding when bank
loans fall. The magnitude of drL∗

drB , on the other hand, is determined by the
elasticities of the demand and supply of bank loans. Using the results derived
in the previous section, I will now examine the effect of banks’ behaviour on the
slope of the IS curve, which in turn determines the magnitude of output change
produced by monetary policy. By totally differentiating (20) with respect to
rB , we can determine the sensitivity of the equilibrium loan rate rL∗ to changes
in rB:

drL∗

drB
=

∂LS

∂rB
− ∂LD

∂rB

∂LD

∂rL − ∂LS

∂rL

> 0 (23)

Hence, an increase in the interest rate on bonds will increase the equilibrium
interest rate on loans, since ∂LS

∂rB − ∂LD

∂rB < 0 and ∂LD

∂rL − ∂LS

∂rL < 0. (23) illustrates
that the sensitivity of the equilibrium loan rate to changes in the bond rate
depends on the interest elasticities of loan supply and loan demand. (22) and
(23) reveal that if loans and bonds are perfect substitutes for firms (∂L

D

∂rL
= −∞,

drL∗
drB = 0) or for banks (∂L

S

∂rL =∞, dr
L∗

drB = 0), then the fluctuations in bank loans

11



have no effect on the goods market equilibrium. Under such circumstances, (21)
is reduced to the conventional IS in the “money only” framework.
So, how do the bank capital and capital adequacy regulation affect the mon-

etary transmission mechanism? To answer this question, let K be the total
capital in the banking sector, K =

Pn
1 ki. Using (15), (16) and (20), the fol-

lowing result can be shown:

∂2rL∗

∂rB∂K
=

∂2LS

∂rL∂K
drL∗
drB + ∂2LS

∂rB∂K
∂LD

∂rL
− ∂LS

∂rL

> 0 (24)

Similarly, using (17), (18) and (20):

∂2rL∗

∂rB∂k0
=

∂2LS

∂rL∂k0
drL∗
drB + ∂2LS

∂rB∂k0
∂LD

∂rL
− ∂LS

∂rL

< 0 (25)

By combining these results with the expression (22), the following statement
can be made:

Proposition 2 The IS curve is steeper in the (y, rB) space if the banking sector
is poorly capitalized, or if the capital adequacy requirement is stringent, so that
a given monetary shock will have a smaller impact on output.

Proof. See Appendix.
The intuition for this result can be explained as follows. If banks are severely

under-capitalized (or face a stringent capital adequacy regulation), they will
prefer to hold on to bonds and not increase loans, so as to not violate the capital
adequacy requirement. Hence, loan supply becomes insensitive to a monetary
expansion (i.e. the reduction in rB). This explains why the conditions and
regulations faced by the banking sector may affect the monetary transmission
mechanism, even if there is no independent bank lending channel.
By combining the above results with the results derived in (9) and (10), the

macroeconomic impact of bank capital and capital adequacy regulation can be
summarized as follows:

Proposition 3 A fall in bank capital or an increase in the required capital
adequacy ratio will both shift the IS curve to the left, and make the IS curve
steeper in the (y, rB) space. Hence, ceteris paribus, equilibrium output will be
lower and any subsequent monetary policy will be less effective.

Figure 2 presents a graphic illustration of this result. To sum up, this
analysis shows why the conditions and regulations faced by the banking sector
may have consequences both for the level of the real output, as well as the
effectiveness of a monetary policy.
Note that unlike Bolton and Freixas (2000), Chami and Cosimano (2001)

and Van den Heuvel (2002), the above analysis assumes that capital is fixed,
so that it does not consider the impact of monetary policy on the level of bank
capital. It is clear, however, that if a contractionary monetary policy reduces
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Figure 2: The effect of a fall in regulatory capital or an increase in required
capital-to-asset ratio

bank capital, the effect described in Proposition 3 may also be generated by a
monetary contraction. Suppose, à la Van den Heuvel (2002), that a contrac-
tionary monetary policy reduces bank profits at t = 0, thereby lowering bank
capital at t = 1. If so, bank loans will contract at t = 1, which in the aggregate
will shift the IS curve to the left. Hence, if monetary policy has a direct effect
on bank capital, a “bank capital channel” of monetary transmission might well
arise (Van den Heuvel, 2002).

4 The New Basel Accord (Basel II)

Thus far, the analysis focused on the impact of the present BIS capital adequacy
regulation on banks’ loan supply. However, the Basel Committee on Banking
Supervision is presently revising the regulations set out by the 1988 Accord,
with the objective of developing more risk-sensitive standardized and internal
measurement approaches to capital adequacy. One major proposal is to reform
the minimum capital requirements by incorporating borrowers’ credit risk in
calculating the required ratio. In the present Accord, the risk-weight on loans
(used to calculate the risk-weighted capital ratio) is determined by the category
of borrowers only. For instance, all loans to the corporate or household sec-
tor receive a fixed 100% risk weight, regardless of the riskiness of a particular
borrower. Under the proposed new Accord, on the other hand, the risk weight
on loans is determined by both the category of borrowers and the riskiness of
a particular borrower. Hence, instead of having a fixed 100% risk weight on

13



all loans to the corporate sector, it is proposed that loans to corporates with
sound credit rating receive 50% risk-weight, and those to corporates with poor
rating are assigned 150%. Since the amended Basel Capital Accord is likely to
be implemented in year 2006, it would be useful to analyze the potential impact
of the new Accord by extending this stylized model.

4.1 The Effect of Credit Risk on Loan Supply

The impact of Basel II can be analyzed using this framework by introducing a
risk-weight variable that accounts for credit risk. Let α(p) be the risk-weight
on loans which increases with the credit risk, such that α > 0 and α0 > 0.
As before, the regulator penalizes the bank if its capital-to-risk asset ratio falls
below k0. In the new set-up, the bank will face a regulatory penalty if k

R

αl < k0
at the time of audit. Hence, in order to avoid the penalty, the bank must
maintain:

k0
kR

αL

=
k0αl

kR
< 1

Note that the existing regulation can be described as: α = 1, and α0 = 0, which
reduces the model to the one developed in the previous section. The probability
of regulatory penalty at the time of audit can now be expressed as: q

¡
k0αl
k

¢
,

where q0 > 0, q00 > 0, and q000 = 0. Assuming that the rest of the model remains
unchanged, the bank’s new objective function can be written as:

Max πN = (1− p)rLl + rB [(1− τ)d− l]− rDd− q

µ
k0αl

k

¶
V

The new profit-maximizing conditions are given by:

∂πN

∂l
= rL(1− p)− rB −

µ
αk0
k

¶
q0V = 0 (26)

∂πN

∂d
= rB(1− τ)− rD = 0

Since the primary objective of capital adequacy requirement is to promote
safety and soundness of the financial system, it is important to assess how
the new Accord will change the banks’ risk-taking incentives. By totally
differentiating (26) with respect to p, and using the second order condition
∂2πN

∂l2 = − ¡αk0k ¢2 q00V < 0, obtain:

dl∗

dp
=
−rL − ¡k0k ¢α0V ¡q0 + k0l

k q00
¢¡

αk0
k

¢2
q00V

< 0 (27)

Equation (27) allows us to analyze how the introduction of the new regulation
affects the sensitivity of loans to changes in credit risk. In order to ensure
comparability between the current regime (Basel I) and the new regime (Basel
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II), assume that α(p̄) = 1 under the new regime, where p̄ is the mean probability
of borrower default over business cycles. This assumption implies that on
average, Basel II is neither more stringent (α(p̄) > 1) nor less stringent (α(p̄) <
1) than Basel I.11

We analyze the benchmark case in which p = p̄.12 Under Basel I, α = 1
and α0 = 0, so that (27) becomesµ

dl∗

dp

¶Basel I
=

−rL¡
k0
k

¢2
q00V

< 0 (28)

which is the same as (11). On the other hand, Basel II with α(p̄) = 1 and
α0 > 0 implies that:µ

dl∗

dp

¶Basel II
p=p̄

=
−rL¡

k0
k

¢2
q00V

− α0
¡
q0 + k0L

k q00
¢¡

k0
k

¢
q00

< 0 (29)

Since
α0(q0+k0L

k q00)
(k0k )q00

> 0, it is clear that:µ
dl∗

dp

¶Basel II
p=p̄

<

µ
dl∗

dp

¶Basel I
(30)

Proposition 4 For an average level of credit risk, Basel II will make banks’
loan supply more sensitive to changes in credit risk; assuming that on average,
the new capital adequacy requirement is neither more nor less stringent compared
to the present requirement.

This result arises since under Basel II, a rise in credit risk will raise the
probability of facing a regulatory penalty for given levels of capital and loans, in
addition to reducing the expected return on loans. This restricts banks’ ability
to lend, and hence, a rise in credit risk will lead to a sharper loan contraction
under the new Accord.13

The above analysis illustrates the potential cost and benefit of Basel II. On
the one hand, the banking sector is likely to be safer, since its incentive to
control the credit risk is stronger under the proposed new regulation. On the
other hand, this result also implies that bank loans are likely to expand more
rapidly during booms and fall more sharply during recessions, if the credit risk is
determined by business cycles. Hence, if the credit risk is a function of business

11The Basel Committee on Banking Supervision explicitly states this as its objective in
revising the Accord.
12Note that this benchmark case ensures comparability between the current and the new

Accord, since the level of optimal loan supply is the same under both regimes if p = p̄.
13The weakness of this analysis is that it does not consider the possibility that banks may

be able to allocate their loan portfolios between the two types of loans with different credit
risks. However, this result (30) is likely to hold in general as long as there is aggregate credit
risk affecting all borrowers via the business cycle, although the effect may be less pronounced
if we introduce loans with different credit risks.
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cycles, the new regulation may exacerbate macroeconomic fluctuations. This
issue is subject to active debate in the policy circles, although Basel Committee
“believes that the benefits of a risk-sensitive capital framework outweigh this
potential concern” (BIS 2001a).

4.2 The Effect on the Interest Elasticity of Loan Supply

Given that Basel II is likely to change banks’ attitude towards risk, how does
this change in capital regulation affect the interest elasticity of loan supply?
This issue can be explored using a method similar to the one used in Section 2.
By totally differentiating (26) with respect to rBt :µ

∂2πN

∂l2

¶µ
dl∗

drB

¶
+

∂2πN

∂l∂rB
= 0 (31)

The comparative statics of the optimal loan supply with respect to the bond
rate can be obtained from the above:

dl∗

drB
=

µ
k

αk0

¶2 −1
q00V

< 0 (32)

Using a similar method, it can be shown that

dl∗

drL
=

µ
k

αk0

¶2
(1− p)

q00V
> 0 (33)

Comparing (14) with (32), and (13) with (33), and assuming α(p̄) = 1,
α(p < p̄) < 1, and α(p > p̄) > 1 as before, the impact of the new Accord can
be summarized as follows:

If p = p̄,
µ
dl∗

drB

¶Basel II
=

µ
dl∗

drB

¶Basel I
and

µ
dl∗

drL

¶Basel II
=

µ
dl∗

drL

¶Basel I

If p < p̄,
µ
dl∗

drB

¶Basel II
<

µ
dl∗

drB

¶Basel I
and

µ
dl∗

drL

¶Basel II
>

µ
dl∗

drL

¶Basel I

If p > p̄,
µ
dl∗

drB

¶Basel II
>

µ
dl∗

drB

¶Basel I
and

µ
dl∗

drL

¶Basel II
<

µ
dl∗

drL

¶Basel I
Hence, under Basel II, banks’ loan supply responds more sensitively to

changes in interest rates when the credit risk is low (p < p̄). On the other
hand, loan supply is less sensitive to changes in interest rates when the credit
risk is high (p > p̄).
In addition, credit risk plays an important role in determining the interest

elasticity of loan supply under the new Basel Accord. Using (31), the following
results can be obtained:
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∂2l∗

∂rB∂p
=

³
∂3πN

∂2l∂p

´³
dl∗
drB

´
−
³
∂2πN

∂l2

´ =
2α0

α3
¡
k0
k

¢2
q00V

≥ 0 (34)

and

∂2l∗

∂rL∂p
=

³
∂3πN

∂2l∂p

´³
dl∗
drL

´
−
³
∂2πN

∂l2

´ =
−2α0(1− p)

α3
¡
k0
k

¢2
q00V

≤ 0 (35)

Results (34) and (35) can be used to compare the interest elasticity of loan
supply under the current regime with the proposed new regime. Under the
present capital regulation α0 = 0, so that ∂2l∗

∂rB∂p =
∂2l∗
∂rL∂p = 0. Hence, changes

in credit risk will have no impact on the interest elasticity of loan supply under
the current regime. Under the proposed new regime, on the other hand, α0 > 0,
so that ∂2l∗

∂rB∂p
> 0 and ∂2l∗

∂rL∂p
< 0. This demonstrates that an increase in credit

risk will make loans less sensitive to changes in interest rates under the proposed
new regulation.

Proposition 5 Under Basel II, the optimal loan supply becomes less sensitive
to changes in the interest rates when the credit risk is high.

Proof. See Appendix.
The intuition behind this is straightforward. Under the new Accord, the

regulatory capital-to-asset ratio would be lower for any given level of capital and
loans, if the credit risk is high. Since this constrains banks’ ability to expand
their risky asset holdings, loans become less sensitive to changes in interest rates.

4.3 The Monetary Transmission Mechanism under Basel
II

The impact of the New Basel Accord on the monetary transmission mecha-
nism has thus far received little attention both in the policy discussion and the
academic literature. However, this regulatory change is likely to affect the
transmission mechanism if it alters the interest elasticity of loan supply. Let p
be the credit risk faced by the banking sector. By employing a similar method
to the one used above, it can be shown that under Basel II:µ

∂2rL∗

∂rB∂p

¶Basel II
=

∂2LS

∂rL∂p
drL∗
drB + ∂2LS

∂rB∂p

∂LD

∂rL
− ∂LS

∂rL

< 0 (36)

while under Basel I,µ
∂2rL∗

∂rB∂p

¶Basel I
=

∂2LS

∂rL∂p
drL∗
drB

+ ∂2LS

∂rB∂p

∂LD

∂rL − ∂LS

∂rL

= 0 (37)
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By combining these results with the expression (22), the following can be
stated:

Proposition 6 Under the New Basel Accord, the IS curve is steep in (y, rB)
space if the banking sector faces a high level of borrower credit risk, so that
a given monetary shock will only have a small impact on output. Under the
current Basel Accord, on the other hand, the borrower credit risk does not affect
the slope of the IS curve.

Proof. See Appendix.

This analysis illustrates another potential cost of introducing the New Basel
Accord, which is not widely recognized in the present policy discussion. The
above result implies that under Basel II, an expansionary monetary policy may
be less effective during recessions when credit risk tends to be higher; and con-
versely, it is likely to be more effective during a boom. This means that an
expansionary monetary policy would be least useful when an economy needs the
stimulus most! The intuition for this result is straightforward. Under Basel
II, the regulatory capital-to-asset ratio would be lower for given levels of capital
and loans if banks face a relatively high level of credit risk. Hence, loans are
insensitive to an expansionary monetary policy (i.e. a fall in the bond rate),
since banks do not have the ability to increase their risky asset holdings. This
effect is absent under the current Accord since the capital-to-risk asset ratio is
independent of credit risk.
By combining the above result with (30), the predicted impact of introducing

the New Basel Accord can be summarized as follows:

Proposition 7 A given rise in borrower credit risk will lead to both a larger
left-ward shift in the IS curve and to a steeper IS curve in the (y, rB) space
after the introduction of the New Basel Accord. Hence, if there is a rise in
credit risk, output contraction will be sharper and monetary policy will be less
effective under Basel II than under Basel I.

Figures 3 illustrates this effect graphically.

4.4 Discussion

The above analysis suggests that while the proposed new Accord may be effec-
tive in reducing the riskiness of the banking sector, it might produce side-effects
which are potentially undesirable from the perspective of macroeconomic sta-
bility. In particular, the analysis illustrates that when there is a general rise in
credit risk — perhaps due to a macroeconomic downturn — loan supply contracts
more sharply and the effectiveness of monetary policy is reduced under Basel
II. This suggests that during a macroeconomic downturn, Basel II will help
to preserve financial stability but may do so at the expense of macroeconomic
stability.
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Figure 3: The effect of a rise in the credit under Basel I (left) and Basel II
(right)

Note that this analysis assumes that banks face common exogenous risk
— interpreted as macro credit risk — so that it does not consider the role of
idiosyncratic risks. Arguably, the above effects may be mitigated, if banks can
choose the level of their credit risk exposure. Instead of reducing their loan
supply, banks may be able to shift their lending from riskier borrowers to safer
ones if the rise in default risk affects only a particular class of borrowers. There
are, however, two additional points to consider. First, the actual portfolio
shift by banks may be limited if there is a price effect associated with the
aggregate increase in loan supply to safer borrowers. If safer borrowers are
able to bargain for lower rates, lending to these may become less attractive to
individual banks. Second, the effects described in Proposition 7 are unlikely
to disappear as long as there are some macroeconomic risk factors which affect
a large segment of the banking sector. This is a reasonable and empirically
valid assumption, especially if the banking sector is exposed to a common asset
market. Evidence from Sweden and Japan in the 1990s show that the collapse
of the real estate market — to which a majority of banks were heavily exposed to
— was the origin of the banking problems in both countries.14 The theoretical
analysis by Acharya (2001) also illustrates that banks may have the incentive
to undertake correlated investments ex ante, if the surviving bank is likely to
suffer large negative externalities from the failure of another bank ex post. His
analysis implies that banks with correlated investments are likely to be affected
by a common risk factor. Hence, macro risks are likely to be important, and
the policy issues raised here are relevant concerns.
One way of mitigating the macroeconomic side-effects described in Propo-

sition 7 is to give the financial regulators some discretion over the regulatory
penalty imposed on a bank when it violates the capital adequacy regulation. It

14 See Tanaka (2002b) for details.
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can be shown that the effects outlined in Proposition 7 can be eliminated if regu-
lators can exercise “regulatory forbearance” — i.e. if they can reduce the penalty
imposed on banks when they perceive a general macroeconomic downturn af-
fecting the entire banking sector (see Appendix). Since the Basel Accord does
not specify the sanctions for banks which fail to comply with its requirements,
it is quite possible that governments may resort to regulatory forbearance in
order to avoid a credit crunch during economic downturns.15 In principle, reg-
ulatory forbearance applied judiciously can be a useful tool for “coarse-tuning”
the economy. On the other hand, forbearance may give rise to various types of
inefficiencies, such as “gambling for resurrection”, as the well-documented case
of the American thrift crises demonstrates. Hence, the practical usefulness of
regulatory forbearance as a tool for stimulating banks’ loan supply during an
economic downturn is not obvious.
More generally, an important implication of Proposition 7 is that central

banks may have to adopt a much more aggressive monetary policy during re-
cessions. A quick recapitalization of weak banks may also help restore the
credit supply which in turn will stimulate output. Since the impact of Basel
II on monetary transmission is likely to be felt most strongly by bank-based
economies — such as Japan and Germany — the analytical results of this paper
are especially relevant for policy makers of these countries.

5 Conclusion

This paper provides a general framework in which the macroeconomic impact
of bank capital and capital adequacy regulation can be analyzed. The model
illustrates that if bank loans play a special role in firms’ liabilities, then the
shocks affecting the level of loan supply for any given interest rate on bonds will
shift the IS curve. In addition, the paper shows that bank capital and capital
adequacy regulation are important determinants of the interest elasticity of
loan supply, and hence the slope of the IS curve. Monetary policy is likely
to be more effective if the banking sector is well-capitalized and the capital
adequacy requirement is low, since the IS curve would be flatter. Moreover, a
simple extension of the model predicts that Basel II reduces the effectiveness of
monetary policy as a tool for stimulating output during recession.
The key insight of this paper is that the effectiveness of monetary policy

may depend on the financial conditions and regulations faced by the banking
sector. Hence, this model also has some important implications for empirical
work examining the role of banks in monetary transmission mechanism. In
particular, empirical studies relying solely on aggregate data or on firm level
data may be of limited usefulness in illuminating banks’ role in the monetary

15 Japan, for instance, introduced some accounting changes at the height of its banking
crises in order to help banks hide their losses. Specifically, the government introduced an
accounting change in January 1998, allowing banks to value their stock and land holdings at
book or market values. Most banks therefore used market values for land holding and book
values for stock holdings to prop up their balance sheets. (Hoshi and Kashyap 1999).
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transmission mechanism when their financial conditions and/or regulatory en-
vironment have changed significantly during the study period. Indeed, this
analysis may explain why empirical studies of the so-called “bank lending chan-
nel” have often produced conflicting results.16 In order to examine the degree
to which banks affect monetary transmission mechanism, such studies should be
complemented with an analysis of bank level data to control for bank-specific
characteristics.17

One limitation of this paper is that it does not consider the possibility of
imperfect information in the banking sector. In particular, the possibilities of
moral hazard and “gambling for resurrection”-type behaviour may alter some of
the results. Similarly, the dynamic macroeconomic impact of capital adequacy
regulation cannot be analyzed within the static IS-LM framework used in this
paper. While these are clearly important and empirically relevant issues, ex-
tensive consideration of these are outside the scope of this paper. An extension
of the model incorporating imperfect information and dynamic analysis would
be a fruitful possibility for future research.

16For empirical studies based on the US aggregate data, refer to inter alia Kashyap, Stein,
and Wilcox (1993). For analysis of the US firm-level data, see, inter alia Oliner and Rude-
busch (1995). While Kashyap et al found evidence of bank lending channel, Oliner and
Rudebusch discovered no evidence on bank lending channel in the firm-level data.
17The recent work by Kashyap and Stein (2000) examines the role of banks in monetary

transmission mechanism using bank level data. Their research demonstrates that the response
of bank loans to changes in monetary policy depends on the liquidity of banks’ balance sheet.

21



Appendix: Proofs
Proof. to Proposition 1
By totally differentiating (5) with respect to rB, obtain:µ

∂2π

∂l2

¶µ
dl∗

drB

¶
+

∂2π

∂l∂rB
= 0 (38)

Totally differentiate (38) with respect to k:·
∂3π

∂l3

µ
dl∗

dk

¶
+

∂3π

∂2l∂k

¸µ
dl∗

drB

¶
+
∂2π

∂l2

µ
∂2l∗

∂rB∂k

¶
+

∂3π

∂2l∂rB

µ
dl∗

dk

¶
+

∂3π

∂l∂rB∂k
= 0

We know that for q000 = 0, ∂
3π
∂l3 =

∂3π
∂2l∂rB =

∂3π
∂l∂rB∂k = 0, andµ

∂3π

∂2l∂k

¶
=
2k0
k3

q00V > 0

Since we know from (14) that dl∗
drB < 0, and that ∂2π

∂l2 < 0 by second order
condition, we have:

∂2l∗

∂rB∂k
=

³
∂3π
∂2l∂k

´³
dl∗
drB

´
− ¡∂2π∂l2

¢ < 0

The proof of (16) follows a similar method.
Similarly, by totally differentiating (38) with respect to k0, obtain:·

∂3π

∂l3

µ
dl∗

dk0

¶
+

∂3π

∂2l∂k0

¸µ
dl∗

drB

¶
+
∂2π

∂l2

µ
∂2l∗

∂rB∂k0

¶
+

∂3π

∂2l∂rB

µ
dl∗

dk0

¶
+

∂3π

∂l∂rB∂k0
= 0

As before, we know that for q000 = 0, ∂3π
∂L3 =

∂3π
∂2L∂rB

= ∂3π
∂L∂rB∂k0

= 0, andµ
∂3π

∂2l∂k

¶
= −2k0

k2
q00V < 0

Since we know from (14) that dL∗
drB < 0, and that ∂2π

∂L2 < 0 by second order
condition, we have:

∂2l∗

∂rB∂k0
=

³
∂3π

∂2l∂k0

´³
dl∗
drB

´
− ¡∂2π∂l2

¢ > 0

The proof of (18) follows a similar method.

Proof. to Proposition 2
By totally differentiating (20) with respect to rB, obtain:

∂LD

∂rL
drL∗

drB
+

∂LD

∂rB
=

∂LS

∂rL
drL∗

drB
+

∂LS

∂rB
(39)
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By totally differentiating (39) with respect to K, obtain:

∂LD

∂rL

µ
∂2rL∗

∂rB∂K

¶
=

∂2LS

∂rL∂K

µ
drL∗

drB

¶
+

∂LS

∂rL

µ
∂2rL∗

∂rB∂K

¶
+

∂2LS

∂rB∂K

so that
∂2rL∗

∂rB∂K
=

∂2LS

∂rL∂K
drL∗
drB

+ ∂2LS

∂rB∂K
∂LD

∂rL − ∂LS

∂rL

where ∂LD

∂rL
− ∂LS

∂rL
< 0. Using (15) and (16). the numerator can be re-written

as:
∂2LS

∂rL∂K

drL∗

drB
+

∂2LS

∂rB∂K
=

∂3Π
∂2LS∂K

− ¡ ∂2Π
∂LS2

¢ ·∂LS
∂rL

drL∗

drB
+

∂LS

∂rB

¸
where Π is the total profit of the banking sector, Π =

Pn
1 πi. Note that

∂LS

∂rL
drL∗
drB + ∂LS

∂rB is simply the RHS of the expression (39). Since we know that

LHS of (39) is negative, ∂L
S

∂rL
drL∗
drB +

∂LS

∂rB < 0. Since from the previous results, we

know that ∂3Π
∂2LS∂K > 0 and ∂2Π

∂LS2 < 0 by second-order condition, the numerator

of (24) is negative, so that ∂2rL∗
∂rB∂K

> 0.
The proof of (25) follows a similar method.

Proof. to Proposition 5
By totally differentiating (31) with respect to p, obtain:·

∂3πN

∂l3

µ
dl∗

dp

¶
+

∂3πN

∂2l∂p

¸µ
dl∗

drB

¶
+
∂2πN

∂l2

µ
∂2l∗

∂rB∂p

¶
+

∂3πN

∂2l∂rB

µ
dl∗

dp

¶
+

∂3πN

∂l∂rB∂p
= 0

For q000 = 0, ∂
3πN

∂l3 = ∂3πN

∂2l∂rB
= ∂3πN

∂l∂rB∂p
= 0, and

∂3πN

∂2l∂p
= −2

µ
k0
k

¶2
αα0q00V < 0 (40)

Using (40) and (32), obtain:

∂2l∗

∂rB∂p
=

³
∂3πN

∂2l∂p

´³
dl∗
drB

´
−
³
∂2πN

∂l2

´ =
2α0

α3
¡
k0
k

¢2
q00V

≥ 0

The proof for (35) follows a similar method.

Proof. to Proposition 6
Under the New Basel Accord, the loan supply is given by LS(.) =

Pn
1 l
∗
i ,

where l∗i solves (26) instead of (5) for bank i. Using a method similar to the
one used above, it can be shown that

∂2rL∗

∂rB∂p
=

∂2LS

∂rL∂p
drL∗
drB + ∂2LS

∂rB∂p

∂LD

∂rL − ∂LS

∂rL
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where ∂LD

∂rL − ∂LS

∂rL < 0. From (34) and (35), we know that under the current

Accord, ∂2LS

∂rL∂p =
∂2LS

∂rB∂p = 0, so that
³
∂2rL∗
∂rB∂p

´Basel I
= 0.

Under the new Accord, on the other hand, the numerator of the above
expression can be re-written as:

∂2LS

∂rL∂p

drL∗

drB
+

∂2LS

∂rB∂p
=

∂3ΠN

∂2LS∂p

−
³
∂2ΠN

∂LS2

´ ·∂LS
∂rL

drL∗

drB
+

∂LS

∂rB

¸
> 0

where ΠN is the total profit of the banking sector, ΠN =
Pn
1 π

N
i . As before,

∂LS

∂rL
drL∗
drB + ∂LS

∂rB < 0. From (40), ∂3ΠN

∂2LS∂p < 0, and ∂2ΠN

∂LS2 < 0 by second order

condition, so that the numerator of (31) is positive. Hence,
³
∂2rL∗
∂rB∂p

´Basel II
<

0.

Proof. The Effect of Regulatory Forbearance
It can be shown that the effects outlined in Proposition 7 can be eliminated

if regulators can exercise “regulatory forbearance”. To illustrate this, suppose
that regulators can now adjust the size of regulatory penalty downward when
there is a general rise in the credit risk. In the context of this model, this
implies that the regulatory penalty parameter, V , is now a function of credit
risk, p, such that V 0(p) < 0. Using the same method as before, (29) can be
rewritten as:µ

dl∗

dp

¶Basel II
p=p̄

=
∂2πN

∂l∂p

−
³
∂2πN

∂l2

´ = −rL¡
k0
k

¢2
q00V

− α0
¡
q0 + k0L

k q00
¢
+ q0 V

0
V¡

k0
k

¢
q00

This shows that the presence of regulatory forbearance reduces the sensitivity
of loan supply to changes in credit risk.
Similarly, regulatory forbearance can mitigate the potentially undesirable

impact of Basel II on the monetary transmission mechanism. (34) can be
re-written as:

∂2l∗

∂rB∂p
=

³
∂3πN

∂2l∂p

´³
dl∗
drB

´
−
³
∂2πN

∂l2

´ =
2α0 + αV 0

V

α3
¡
k0
k

¢2
q00V

Hence, if the regulatory penalty is adjusted such that V 0
V = −2α0α , ∂2l∗

∂rB∂p = 0,
the impact of Basel II on the monetary transmission mechanism outlined in
Proposition 7 is effectively eliminated.
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