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Abstract

The present complexity approach is based on two assumptions: Al:
measurability of deviations of outcomes with respect to reference values;
A2 : extension of Al to multi-set analysis. Complexity is then defined in
terms of multi-set deviation compared to single-set ones; an interpretation
is given in terms of information costs; examples show the relevance of the
interpretation. As a useful by-product the explicit solution of the quadratic
part of the discrete logistic — one of the examples — is derived; a set of pj;-
numbers is introduced, and a workable method for generating them
exposed. Extensions are considered, in particular controllability. A further
application is then proposed, namely to hypergraph conflict analysis, in
particular conflict resolution. Many decisional conflicts at the spatial level
can be axiomatised in this form; it is shown how the use of particular
structures — in the mathematical sense of that word — of the problem
allows of reducing greatly the degree of complexity of the problem, and
hence the difficulty of finding a solution.
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1. Introduction.

The notion of complexity has, from its very nature, alarge number of dimensions.

The first objective of the present paper is to try and start from an axiomatic set-up, and to derive an
operationd definition from there on. Applications — especidly to (dynamicd) regiond science and to
gpatia conflict resolution - should show the relevance of the approach.

2. Complexity.
Onewill start with setting out the basic principles of the analysis.
2.1. Principles.

Congder aset O congsting of non-intersecting subsets O; :
D

0={ 0}, i=1.. )

Each of those subsets is Structured by a certain number of rdations, R;, possibly overlapping between
Subsets :

D

S={0;R} ()

Examplesof Ris are : technologicd relations, economic relations, sociologicd relations, informationa
relaions, topologica reations,...

We now introduce :

Assumption 1 . each separate subset O; can be moddled viaits R such as to give outcomes on its
elements, outcomes that can be characterised by a certain degree of deviation, di, with respect to
reference outcomes, e.g. the real world outcomes; a possible measure is the average residud variation
coefficient, which, for alinear spatio-dynamic mode with explanatory variables Xi, n in number, can be
expressed as (Gajda, 1995) :

N N

di D= (Y rmi s L DX OGnX) Xi+H1L ™ 3)



Heres; isadiagond matrix of resdua standard errors, T the length of the projection period, and Li a
suitable matrix of (tempord and/or spatid) lag coefficients, i is the unit column vector, and m-hat a
diagona matrix of means used as "deflators’ for the coefficient of variation.
One can now consder connecting different subsets with their respective rdations, and this by
introducing new "superrdations’, this process generating the following structure:
D

S={0O;R;R},i=1..l 4

We put forward :

Assumption 2 : the set O can be modelled in the same way as its subsets O;; the outcomes can dso be
characterised by agloba degree of deviation, d, analogous to that introduced in assumption 1.

Thisdlows of presenting the following :
Definition : there exists complexity iff :
d»max di, " ©)
Examples are numerous : the Krugman-Thurow Krugman, 1996; Thurow, 1996) debate is one of
them, chaotic behaviour is another; we will come back to this latter point in a more systlemétic way later

on.

It should be remarked that by introducing probability or fuzziness structures one can refine the andyss,
for instance (5) could be stated as :

prob{ d»max di,"i}3 a (6)
where a isagiven probability threshold.
Another exampleisacombination of probability and fuzziness sructures:
prob{ y"eF(y)} £b (7)
meaning that the probakility that projected vaues of y belong to the fuzzy environment of a given set of

y'sisequd to or smdler than b.
2.2. Interpretation.

In fact complexity has something to do with the cogt of information, which is the unifying concept; we



will illugtrate this at the hand of some examples.
The Krugman-Thurow debate could be decided - at least theoreticaly, and partly in a practica way -
by gathering sufficient information on the grategies of prominent players in the internationa competitive
game.
Another example is that of the travelling sdlesman problem : the dementary sets are made up of at most
only three nodes for which the solution is sdf-evident; connecting two or more of these subsets
produces complexity in the NP-sense (it has been computed that for the 11 nodes case, one needs the
meass of the universe to store the complete enumeration information...).
We now take the case of the "exact”" random number generator :

r=afi-b,0<n<2,"i 8
The separate terms of the right hand side can be modelled exactly (the first by ro(a)', the second by a
congtant); the result of "connecting” them by dSmple addition is unpredictable, except by iterative
cdculation, which represents the information cogt.
A lagt exampleisthat of the discrete logidtic, often used in spatia andys's, written as

Xi-Xa1=aX1(1-b 1) (99

=a X1- gXi1 (9b)

Again the separate terms of the right hand member can be exactly moddled, the first one like the first
one of equation (8), the second one as:

X = 9'11:51 pi (g%) (10)

where the pij are coefficients to be derived in section 2.3 hereafter. Connecting the linear and quadratic
parts of (9) produces, asiswel known, "complete’ chaos sarting from a criticd vaue of a.

2.3. Deriving the quadratic part of (9).

Nothing is known to the author about an explicit solution of that quadratic part, so it is derived heresfter.

The equation is:



X - %i1= - X1 (11)
or
X =%1(1l-gxXz1) (12)
The following propertieshold :
1.X%<0pb 1-gx>1,"1i,leadingtoanegative explosve process,
2.%=0p x=0,"1i;
All properties heresfter assume x; > 0 :
3.0<1-gx<1lp x® 0;
4.1-gx%=0b x=0,"i;
5.1-g%<0b x® -¥.

One sees that the process depends quditatively on theinitial vaues for given g, wheress its linear analog
only derivesits sgn from them.

The explicit solution to (11) or (12) is obtained from the recursive multiplication of :

%/ %1=1-gX1 (13)
which gives:
X=% (1-gx)(1l-gx1)...(1-gx1) (14)
Defining :
D
C=gXo (15

one obtains again recursvely :
gxi=c(1l-c) (16)

gxe=c(l-c)[1-c(1-c)] (179)



=c(l-c)-c®(1-c)? (17b)

which dlows of computing, once more recursively, the pi; coefficients of equation (10); here they are,
fori =1, 2, 3and 4 (the derivation af the latter is detailed in the gppendix, section 6) :

i=1:1,-1;

i=2:1,-2,2,-1;

i=3:1,-3,6,-9,10,-8,4,-1;
i=4:1,-4,12,-30,64,-118,188,-258, 302, -298, 244 ,-162,84,-32,8,-1.

One should notice the systematic sign dternation and additivity to zero.

The reault, as equation (17b) clearly shows, is derived from an aready computed part, and its square.

The coefficients can be computed once and for dl and stored, exactly like the eigenvaues of a trangtion
matrix in linear difference equetions.

2.4. Extensions.

Other aspects of (theoretical) spatial economics can be studied dong the lines exposed above.

Will be mentioned only the case of bifurcations (see Paelinck, 1986; see also Hazewinke et a., 1985)
which do seeto creep up regularly in spatia andysis; reference is made here to Kaashoek and Padlinck,
1994, 1996 and 1998, where potentiaised partid differentid equations are studied : due to the essentia
openness of gpatioc-economic units, a bifurcation parameter pops up quite naturdly in the andyticd
solution, and smulations confirm its presence.

Recall that a partid differentia equation in one space variable, x, and time, t, and for some function to
be inferred, f(x.t), isardation of theform :

h(x.t; f; T, f; fux,fx it ...) =0 (18

where, in generd, hisagiven function of the variables x and t, of the function f, and of afinite number of
its partid derivatives.

A potentialised verson of the classica wave equation has the following form ;
+

fx.t) = a Zow(x,x ) (x.t)dx (19)



where w(x,x) is a so-caled "spatid discount function”, its convolution with some variable representing
the well-known "potentid” in spatia economics.

A naturd companion of spatia discounting is classica time-discounting; introducing both together gives
rise to the type of chaotic "landscapes’ reproduced by figure 1.

Despite this aspect of the solution, the latter is controllable, as shown in Kaashoek and Paglinck, 1998.

2.5. Conclusion.

Modern andysis of spatio-dynamic phenomena more often than not leads to complex dynamics, it being
recdled that discrete dynamics is even richer in outcomes than continuous dynamics, the case of
equations (9) and (10) illugtrates this point. It is naturd, then, to gpply rigorous complexity andysis to
Oet better indghts into the relative positions of the problems encountered; the conflict resolution andyss
to follow reinforces this conclusion.

3. Hypergraph conflict analysis.

Hypergraph Conflict Analysis (HCA) was introduced by Paelinck and V ossen, 1983. Sincethen a
certain number of further generd contributions have appeared (de Koster and Padlinck, 1984; Paglinck
and Vossen, 1987; van Gagtel, 1989; van Gastdl and Paelinck, 1988, 1989, 1991a and b, 1992a), and
aso two studies on hypergraph conflict resolution (or reduction : de Koster and Paelinck, 1985, van
Gagtel and Paelinck, 1992b).

This section takes up the laiter problem again, but in a different vein - the complexity one -, presenting
some cases (binary, fuzzy, multidimensona) with their possible solutions, before coming to particular
and genera conclusions.



3.1.Principles.

Suppose there to be a number of agents, or groups of agents (Ai) confronted with a set of possible
options (O;), whatever the latter may be : in spatid analys's one might encounter infrastructura projects,
regiona development issues, and many other strategic choice problems; the agents could agree or
disagree with some of the options, and this state of affairs can be set out in atable or matrix (C), table 1
reproducing a 3x3 binary (only full agreement or disagreement is hypothesised here) case.

TABLE 1: matrix C

Options O O2 Os

Agents
A1 1 0 0
Az 0 1 0
As 0 0 1

The hypergraph nature of table 1 results from the fact that for each agent the agreeable options are a
subset of the overal set of possible options.

Severd measures can be proposed to show the “ degree of conflict”. One, which will be noted d,
divides the minimum number of zeros taken over the columns of C by the number of agents (for table 1
thisis 2/3). Another measure, noted t , isthe transversal number, defined as the cardind of the minimd
set of options on which dl agents taken together agree; for table 1 this number is 3. A relative
transversa number, t*, would divide t by the cardinal of the set of potentia options, so in the case of
table 1, t* = 1. It should be intuitively clear that d and t (or t*) areinterrelated.

If d =0, or dternatively, t = 1, there would be no conflict, as al agents agree on at least one option.
Hypergraph conflict resolution ams a computing an optima way of “turning over” agents, o asto drive
d downtozeroandt upto 1.

3.2. Hypergraph conflict resolution : binary case.

The coreideaisthat of minimising a (linear) “effort” function, taking into account the relaive resstance
apotentid negotiator is supposed to meet with when trying to "turn over" some of the agents; that
function looks as follows :

D



Minw'c=j (20)

Vector w contains agent-option specific weights wij; it could be extended by interaction terms, but from
what follows it will be dear that this would not change the further andlysis and solution dgorithm. cisa
vector of agent-option specific actions to be undertaken, containing the same variable for al the zerosin
each column of matrix C, o the weightsin w are the sums of the column-relevant weights, Siwij," j.

The conditions to be satisfied are than as follows::
i'c=1 (22)

meaning that in one column the zeros should be replaced by ones, and :

N

cc=c (22

these being binary condraints. The anadytica solution to (20)-(22) in terms of one of the ¢sisthen given
by :

G = Yo+ (2m) (i - 1) (23)

inwhich | >0 (dud variable pertaining to (21); drict pogtivity is due to the fact that one of the conditions
(22) isredundant (but thevaue of | depends on the redundancy chosen), and m (one of the dud
variables pertaining to (3)) is pogitive or negative according to the choice of | and the optima values of
the s Inthe case of table 1 groupsto be “optimally” negotiated with are agents 1-2, 2-3, and 1-3; it
is eadly seen that, whatever the Sze of C, complete enumeration is agorithmicaly the implementation of
(23), 0 the solution is clearly polynomid. The specific structure of the mode alows for such asmple
solution procedure (for other examples of such a case, see Paelinck, 1996; Paglinck and Kulkarni,
1999; Paelinck and Paglinck, 1998, 1999).

3.3. Fuzzy case.

Hypergraph conflict analys's has been extended to the fuzzy case, in which the binary entries of C have
been replaced by entries over the closed interval [0,1]; in that case, it isaso ussful to consider
agreement thresholds.

The approach of section 3 remains valid, under some dight modification of the objective function : the
welights of function (20) are now to be multiplied by the distance that separates the actua agreement
levels from their threshold values, & least for those entries where the former fal short of the latter; the
solution is il equation (23) and the solution dgorithm the one presented in section 3.2,
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3.4. Fuzzy multidimensional case.

The solution of section 3.2 can again be easily extended in the same vein as was set out in section 3.3.

Indeed the only modification takes place in the objective function, in which the weights are now sets of
welghts (corresponding to the various dimensions of an option : economic, socid, environmentd,...),
each of them to be gpplied to the distance separating actud agreement from the threshold vaue
corresponding to agiven dimension of an option.

In fact this suggests an dternative : changing the characterigtics of certain dimensions of an option, so
that all agents agree on the new option thus generated; practicaly thisisthe bagsfor finding a
compromise, i.e. adding anew option to theinitia sat. It is known that such amove never increases a
conflict, and might even reduce or solve it; however, an additiona problem cregps up, thet of the extra
economic, socid, environmenta and other costs to be traded off againgt the “cost” of negotiating out
oneitem of theinitid set of avalable options.

3.5. Numerical examples.

Wefird treat abinary example, taken from table 1, table 2 showing the “degrees of effort”.

TABLE 2 : degrees of effort

Options O O2 O3
Agents
A1 2 3
Az 1 1
As 2 3

Function (1) to be minimised under congtraints (2) and (3) isthen:
j =3c+5c+t4cs (29

the minimum being attained for ¢, = 1.



A fuzzy case, 4ill based on table 1, isintroduced by table 3, giving the threshold vaues for different
agent-option combinations.

TABLE 3 : threshold vdues

Options O1 O2 O3
Agents
A1 4 2
Ao 6 7
As 7 5

Function (20) now becomes, for the same “ degrees of effort” asin the binary case:
j =2c+23c+.9¢3 (25
which under congtraints (21) and (22) is minimised for ¢cs = 1.
Findly table 4 presents the threshold vaues for atwo-dimensional case (economic and environmenta

aspects of aproject, say), aso derived from table 1, the “degrees of effort” being shown between
parentheses.

TABLE 4 : two-dimensond threshold and effort vaues

Options O1 O2 O3
Agents

A1 0.4(2) 0.2(3)
0.2(1) 0.4(5)
Az 0.6(1) 0.3(2)
0.4(4) 0.6(4)

As 0.7(2) 0.5(3)

0.5(3) 0.1(2)

Function (20) now becomes::

1



j =5.1ci+27c+53¢s (26)

which under conditions (21) and (22) is minimised for ¢ = 1.

3.6. Conclusion.

The practicd problem that one facesis that of implementing the degrees of agreement and the threshold
levels of the agentsinvolved in a conflict.

The positive vaue of the gpproach just developed isthet it clarifies the structure of the problem,
reducing it to its bare essentias (for an example on the abortion problem in the Netherlands, see van
Gagtd, 1989, chapter 5) and showing ways to efficiently go about reducing partly or totaly existing
conflicts.

4. General conclusion.

Themain andlytical ideato be stressed in conclusion is the fact that specia Structurd features of a
complex problem represent a quantity of information that alows to reduce the complexity and so to lead
to more feasible solutions of the problem. This has been especidly illugtrated by the choice problem
which a its very sart isa combinatorid one, but given the specid features diagnosed, the solutions
appeared to be much more easly accessible; other examples have been mentioned.

Complexity cannot be reduced to smplicity, but it can be approached in such a manner that the problem
that embeds it becomes tractable, which is of the utmost importance for awhole range of spatid -
regional and urban — questions.
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6. Appendix : a scheme for computing the p;s.

Wewill detall the casei = 4.

The linear part isthe complete set of pijsfor i = 3 (see section 3 above).

The quadratic part can be arranged in a square matrix which can be immediately derived from the linear
part by using the rule for squaring a sum of terms; table 5 heresfter reproduces the result. Summing the
matrix by south-west - north-east rows, changing signs (these totals have been reproduced in the
margins of table 5) and adding to the linear part produces the result listed in section 3 for | = 4.

The procedure can easily be computerised.
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-1 -6 12 -18 20 -16 8 -2
6 9 -36 54 -60 48 -24 6
-21 36 -108 120 -96 48 -12
54 81 -180 144 -72 18
-110 100 -160 80 -20
184 64 -64 16
-257 16 -8
302 1

-298 244 -162 84 -32 8 -1




